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Preface

In accordance with the objectives of contract 1400-76-129'between the

National Institute of Education and the American' Institutes for Research,

this document was produced to present as clearly as possible to not-methodol=

ogists the source, of controversy surrounding the decade of evaluation of

Title I of pOe Elementary and Secondary Education Act of 1965. At the begin-

ning cf October 1976, the authors-set out to write (1) this methodological

discussion, (2) a volume of summaries of Title I evaluation studies, and .

(3) a synthesis of the substantive findings about Title I that have been

provided by t ose studies. Allotment of time to the three documents was a

constant problem during the nine-month period of the contract, because the

direct.expenses\covered only about 10 person - months of professional effort.

This document represents about 40% of that effort.

The authors intended to produce a document that woUld.serve as the first

draft of an introductory textbook for educational evaluation. While this

goal would, we feel, fulfill a real need, it has proven more difficult than

expected to explain complex'problems simply, And we would welcome any readers'

suggestions on how to do that better. The current document contains very

little algebraic notation; however, lapses into undefined technical jargon

can be frustrating to readers who are completely unfamiliar with the subject

matter, and we cannot guarantee to have eliminated all sucfi lapses.

The first draft manuscript for this document was produced in February

1977 to delimit the scope of the task. It was circulated among .the authors

and to the NIE project monitor$ Alison Wolf, whose comments on this draft

were very helpful. A second draft was producedin March 1577 and circulated

to'several reviewers. These reviewers were exceptional in their donation of

time to this endeavor and the sophistication of the feedback they provided.

They were MiChael Wargo, now the Director of the Evaluation Division of the

OffiCe of Policy and Planningin ACTION: G. Kasten'Tallmadge of RMC Research

,1 Corporation; Jane David of the Educational Policy Research Center at the

Stanford Research Institute; Alison Wolf and Joy Frechtling of NIE; and from

the staff of AIR, William Cleinans, William Shaaner, and Marion Shaycoft. We

and deeply grateful to these individuals for their efforts; however, because

we did not follow their.countel in every case,'we 'accept responsibility for

any faults that remain to this document.
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The third draft of this document, essentially that, which is-presented 4

here, was completed in early July 1977,and was sent to.NIE for final approval

prior to printing. The authors wish to express their special thanks to

Alison Wolf for her understanding of the budgetary and temporal constraints

involve& in producing this document as well as for her cogent advice on

'improving the content and format of the dotument.

Finally, we are very grateful for the exceptional efforts of Ms. Emily

Campbell, who gracefully accented our missed interim deadlines and efficiently

turned our manuscript into a presentable document through her typing/editing

expertise.

Donald H., McLaughlin

Xevidi J. Gilmartin

Robert J. Rossi

a



iii

TABLE OF CONTENTS

. Preface

List of Tables and Figures

s

Page

i

v-

Iniroduction 1

Design 19

Introduction e 19

Issue 1. To what should Title I treatments be compered? 22

Relative comparisons 25

Absolute comparisofis 41":, 36

Issue 2. Is longitudinal evaluation necessary? 45

Sampling 53

Introduction 53

issue 3. When is representative sampling important? 56

Issue 4. Row large a sample is necessary, ° 63

Measurement 69

Introduction

Issue 5. What Onatructs should be measured to determine

Title'I impact?
9+

71

Issue 6. What types of achievement measurement instruments
,1

sho'uld be used in Title r-evaluation? 75

Norm-referenced tests 76

Criterion-referenced tests 80

Issue 7. What units of measuAmerit should be used, or Are

82grade-equivalent scores reaily that bad?

Analysii 4
91

Introdudtion 91

Issue 8. What are the conditions for valid comparisons between

nonequivalent treatment and comparison groups? 93

Issue 9. Under what conditions can one infer relationships of

Title I costs and treatments to-effectiveness:7,7 113

Issue 10.'How should data be aggregated across' projects in

Title I evaluations? '122

Summary 129

Design 129

v



Table of Contents, continued

iv

Page
A G.

SUMIWY (continued)- , f
.

-
-Sampling ,

.
i

- 131

Measurement-
131

Analysis f
133

References
137

_.

. 0 ?Jades
b -10, 144

4.2

a

o



V

0 LIST OF TABLES 'FIGURES

Page

Table 1. Categories of)Information Required of Title I EValualion:l. 11

Table 2. Relationships between Outcomes of'Absoldte and Relative

Comparisoni
'24

Table 3: Amplications Of Annual comparisons of Gains

Posttreatment Levels ,A1

or

Table 4. Hypothetical Example of

, Representativeness
57

Table 5. Percentage- Expenditures

a Distortion Produced by Quantitative

.44

for the title I Low-Income Area

Support Program D4ring the 1972-73 School Year 117

Figure 1. Schematic diagram of the framework of evaluation

Figure 2. Four kinds of Absolute comparison standards for Title

achievement gains 0-

Normal distribution of scores 39
Figure ^3.

Figure 4.

Figure 5.

Figure6.

Figure 7.

Figure 8.

Figure

Figure

37

A first approximation to estimation of information - gathering

costs in an evaluation 0
66

Algebraic description Of'ANOCOVA 98-99

Example of a quadratic regression that fits different

slopes for two groups 101'.

The RMC Model "C" for nonequivalent treatment and control

group comparison
103

How regression to the mean affects ANOCOVA 106 -'

in bivariate 1099. Examples of cypical floor and ceiLitg effects

10. Hypothetical ex#mplecif a curve-fitting solution for

finding a critical mass of expenditure 119:-

a

qb,



411

at,

,''

IFONTROVF.RSIES IN THE EVALUATION OF COMPENSATORY EDUCATiON

Introduction

,.., .

,.......) .

, *\
.. 4

. . Since the middle 60s, many billions of dollars have been- allocated
1

.throngh,the federal government to sucird action programs, and many millions

have been spent on the evaluation of these programs. In particular, the 15

y ,

btllion'dollars,that have been spent on eompensatory edudation through Title I

of the Elementary and Secondary Education Act of 1965 have been accompanied
. , 0

by a continual stream of evaluation efforts. As hat been pointed out by

several authors, program evaluation is in a sense an advergarylof program

operation, and throughout 4:11e last decade there has been a great deal of

criticism of programs by evaluations and also criticism of the evaluations by

proponents of the programs, In this doEUment, we would like to set forth the

critical issues in the evaluation of compensatory eduation and attempt to

---1UPply the reader with an understandAg of the complexities involved 'so that
_ -

he or she can judge how and why.to do evaluations as well as the_Jvalidity
40

of others' evaluations.'

The crucial issue, as set forth in the classic argiment between Donal4

Campbell and Johnv-Evans (Camp ell and Elebacher, 1970; Evans, 1970) is-

whether evaluations should be dory! perfectly or not at all, or should be done

as well as possible in each situation. On the one hand, federal programs

will inevitably be evaluated during congressional subcotkittee prdsentations, -

whether baied on quantitative data or on anecdotes, so it seams prudent to

provide as much valid, objective, representative information aslpossible to
s'

our policy decision -makers. On the other hand, evaluation carried out by

credentialed scientific organizations and academic institutions carries some

weight thereby and correspondingly reflects ontheir reputations, and pro#iding

the stamp of scientifiq integrity to a compromised evaluation may result in

. the end in the debasing of the scientific 'method,. If an evaluation must

itself be evaluated before acceptance (Striven, 1976), the resulting infinite

regression ensures the lack of value of evaluation as a tool in policy-making.,.

Evaluations must be carried out by proficient investigators with proper objec-

tives, and the audience of the reports must be sufficiently aware of the

,issues in evaluation tojudge for themselves that the evaluations are per-
t

vs

formed acceptably.
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2"tP1.1'44- issues dealiftith the eveluation e' Title I have been ideitified,'

% within,a general theoretical framework of evaluation. For each issue, iis .:

. , the aim ot shis document (1) to tliiify the issue, (I) to pointdoi examples
.

. )...

in which it is crucial, (3) to present and evaluate arguments on different ,

.

sides of the issue, and (4) to suggest resolutions of the issue. ,Eachof the

isdtes was selected because Lie resolution is a necessary step in the develop -. .

mit

MC

sent of a rational Title I evaluation policy.

This document_discusses evaluation in the context of decision- making with-.

in a rational planning system. As shoin in Figure 1, the system has fOui.pri-.

4

mart' components: decisions, rationales, information, ,end gathering (of infcer
_NZ

nation). Decisions have rationales; and information is in turn gathered tt
Ad

test and validate these rativales. The term "evaluatiogean refer to either

-Ne
the total System or luhsets of it, although it is uFually limited to the

gathering of information. Tie decision-theoretic appraltI,(EdwOids, Guttntag,

and Snapper, 1975) is the clearest example of tile widest scope of.evilhationtin
0

in this framework. Fro% that viewpoint, the task of a program evaluation

inCiUtes, among other things, the analysts of the decision prOcess, and ih

particular, the quantitative determination of values that affect decisions.

Strict adherence to this framework would exclude from consideration research

studies whose product is not related to decibioA (e.g., bald research to

d'" determine the nature of educational disadvantage) and studies called "evalua-
,

tioae but undertaken for extraneous proses (discussed by Floden and 'Weiner,

1976). However, that fact will not preclude the discussion of such studies 0
es

/

they relate to Title I in this document.

The separatian,of the our primary pomponents of ratio planning isan'
;

important step in the identification of different types of evaluations. Eval--*

uations can be characterized by the types of decisions to be made, the types

of rationales advanced for them, thettypes of information relevant to testing
. .

and validating the rationalfie, and the ways of gathering the infqrmatiOn. The

most notable distinction of evaluations in terms of decision type is the form-

ative-sUmmative dichotomy (Striven, 1967); accord, /to that dichotomy, infor-.

mation gathered in evaluation can be used either.to improve the-processoeval-,

uated (formative evaluation) or to support a decision of whether to make further

investment in the process evaluated (.dative evaluation). That distinction

affects all components to the exte t that the type of decision determines the

yitionalea, the information needed, nd the appropriateness'of ways of gather-

/ ing-informatiOn.
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DECISIONS

are functions of
attributes of the decision-makers /
ivai_abilIti of alternative choices

Sig, MO 41;1 SNP OM 11111r rationales_

,

RATIONALES . .

are based on.the relations
of choidep to outcomes and of -' .

'.. 'outcomes to values. They require

information..
W. cs/w ..4

41.0.

.0

INFORMF.,TAN
46.-it

about a program :an be of 4 tyies:,

context (needi; disposing

inpurs (fundk teiplations)
pror4ses (service delivery)
products (outcomes,. impact).

.

Information must be

I gathered. -
rit

481

'aldslysisq(translAtion from data to test

Gf rationales)

INFORMATION GATHERING

consists of 4 phases:
design (operationalizatioU of rationale)
santpling,(ensuring generalizability)
measurement (ensuring relevance:-validity,

reliability)

1

Figure 1. Schem?tfc iagtam of thn'framewOrk of evaluation,

4

.t

A,pllusible rationale for any decision must take the 'form of an argument

that

the value of,the_expected outcome given one cLoice is Ireater than the
w

,'value's of expected outcomes_given other choices. Independently of whether the

link drawn between a decision end iatei outcoieis lorrect, there-can be sub-

- :

stential disagreement about which aspects of outcomesare'to be considered. A

good deal of controversyloverevaluation stems from this fact. Th need f3r

information gathering arises when a ratyionale contains an empirical testable

statement whose truth is in questio (e.g., statements like nil we can get the

monertranahted into small -et student:teacher,ratios, achievement gain will

r

r.
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. Ihe.foux types' Of information shown in Figure 1 correspond'to the fout
.

types of, evaluation identified -hy Stufflebea m (1971) and referred'to frequently

so the CT.PP model of evaluation.'Information relevant to a particular decisiOn4.
,

.rationale may'pertain to a program's context (e.g., the needs and abilities of
. .

s

the target group), 'to its inputs (e.g., the funding pattern add regulations), fo

its processes (e.g., the selectiOn of participants and of treatment methods and

the implementation of treatments), and to its products, or outcomes. The

P

, a.

products of. a program to be evaluated can 1),! expected to vary along a prdtimal-

'distal continuum: proximal outcomes tend tc be more under the dontrol of 6e
,

prOgram to affect and less su jeci to contextual factors,'whereas distal outcomes

l
nd-to be moge tlearly related to values which programs-Are hoped to achieve.,

Stufflebeam pointed out the ways in which each of the four type's of information
-

0

iarespecially important for a particular decision type; of course, the foui types

. -

of information are useful in c ombination for many decisions.

The four aspects of gathering information form the methodological substance

of most evaluations of federal programs, as reported by the researchers who

carried out the studies. The methodologt6lissues to be discussed in the pres-

ent document will be presented in four sectioas corresponding to these aspects

of information gathering. Design issues refer to problems in the general plane

fox testing of decision rationales. In many actual cases, the rationales to be'

tested have not been 'made explicit and can only be inferred from the nature of

the report's conclusions. Sampling issues refer to problems in generalizing to

a-population, and they concern the size, representativeness, aud unitsof the

sample. Measurement issues refer to problems in translating fundamental program

concepts (e.g.,'"educational disadvantage") into instruments t assess the con -,

cepts and to problemsinAbe assignment of numerical scores to orded behav-,.

iors (scaling). Finallanalysis issues refer to problems in isolating and

explaining particular relation in the data.

-
Before launching into the discussions of methodological- issues, we shall

provide some context by expanding the general evaluation framewoik of Olgure 1

da_it applies to federal studies of compensatory education. Each of the issues

4

in'the four areas will be discussed abstractly, as it pertains to any poten-

tial evaluations of Title 'rand it will also be discus d in terms of spe-

,
cific past evaluations for which it is relevant. The reclusion of particular

projects as examples in the discussions will take the ;cliects out of con-.

text, however, and readers should not consider these discussions to constitute

111

a
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evaluations of the projects. Finding that a project has some methodological

weakness may not diminish the importance of many of its conclusions, espec-

ially for stfidies that address many different aspects of Title I.

Decisions and Rationales in Title I

The primary decision- makers in the Title I system are Congress, the U.S.

Office of Education (USOE), local schciO1 administrators, and teachers. Al-

though each of these groups is far from monolithic and makes numerous e'

diverse decisions that affect the operation of Title I, it is helpful co may

out nine of the major decision types they address and the rationales and

information needs for them: fcur decisions by Congress, three\by USOE, and

one each by local administrators and teachers.

)

1. Congress decides whether to increase '1.1e appropriation level. There

are at leant three basic rationales for increasing fundpi (a) the

piogram is reaching only some of the intended target population,

it is helping those reached, and the reason it is'not reaching

others is because there are too few funds; (b) an effective method

for solution has been found, but its typical per-pupil cost of

implementation is higher than the typical expenditure allotted to

each participant; or (c) increased costs for the same serviceb

require increased expenditures. Although the reason any particular

member of Congress votes to increase Title I appropriations is a

complex function of competing forces that may involve decisions on

other appropriations completely um-elated to compensatory education,

any decision to increase Title I funding must be accompanied by a'

* rationale such as those listed -- otherwise, it can be attacked as

irrational or as an instance of "boondoggling."

Even though we cannot hope to compile a complete set of rationales

herei those that are included serve to identify the types of infor-

mation needed. For the first rationale to be useful, Congress must

know who the target population is and what the discrepancies are

between the target population (educationally and economically dis-

alvaataged children) and the participant population. They must also

know whether Title I is helping those it reaches. For the second

rationale, Congress Mist know of methods found to be effective and



and capable of being widely utilized, their costs, and typical per-

pupil allocations. For the third rationale; Congress must know

how inflation contributes to the costs of compensatory education

services and what the effects would be of "holding the line on

spenaIng."*

A comprehensive evaluation of Title I would aim to provide ConCress

with the information necessary to test the validity of the various

rationales. Due to constraints of time and effort, however, evalu-

ations normally provide only partial validation of rationales,

which, although it is useful, leaves significant gaps to be filled

by faith. An example related to the first rationale above would

be a study that demonstrated that substantial numbers of disadvan-

taged children were not being served, but failed to demonstrate

that the children who were served benefite from the service. When-

ever it is infeasible to close the informational gaps completely,

an evaluation will be most useful when it addresses the gaps with

whatever information is, available.

In discussing this first decision type; we have tried to exp'ain

some of the problems that arise in relating decision-making to

Information-gathering. These apply also to the remaining nine

decision types, although they will not be presented in eqpal detail.

2: ,,Congress decides whether to decrease the appropriation level. The ,

ratiolialea for decreasing spending are not merely the inverses of

the rationales for increasing spending. Two rationales for this

decision might be (a) that funds are being used for services for

people other than disadvantaged children or (b) that the need fc-

a federal compensatory education program had diminished. Another °

possible rationale, that although the need persists the program is

not dealing with it, is an argument for changing theprogram, not

reducing its funding level. To test the two rationales for decrees-

0 ing funding, the necessary information includes the distribution

of compensatory education needs and services throughout the tountry.

*This third rationale is relatively weak, because it can be applied to all

appropriations.

1
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3. Congress might modify the funding allocation formula. The rationale

for this decision might be either (a) that the children served by

Title I are not exactly those for whom the program was intended or

(b) that the nature of they need served by the program is modified.

Again, the necessary information concerns the distribution of com-

pensatory educatidn needs and services, but possibly with emphasis

on variations among needs and services.

4. Con ess mi t modif or add a rule concernin: the use of ro ram

funds. The rationale for this decision would be the identification

of a problem that reduces the effectiveness of the program and a

general method for eliminating or reducing the frequency of that

problem. The information needed for this type of decision is there-

fore evidence that.a particular unintended process frequently occurs

in implementation of the program and that this process reduces pro-

grameffectiveness. The latter type of evidence is necessary in

order to avoid eliminating effective processes, and its.validity

depends upon the demonstration of causal linkages, not merely cor-

relations: it is quite jikely that the program will be more effec-

tive in some situations than in others but the situation is not the

cause of the effectiveness. Another type of evidence, that a par-

ticular mi-OCil-fieetion to the laW will deal effectively with the prob-

fc lem, is unlikely to be available before the modification is made,

but can be obtained after the modification by comparing the preva-

lence of the problem before and after the modification. Further

modification can then be made.

Turning now to the U.S. Office of Education, we have three more major

.
decision situations. One of these is essentially the same as the congres-

sional decision to modify or add a rule.

5. USOE might modify or add a rule concerning the use of program(funds.

That rule might be in, the form of a regulation (with the status of

a legal requirement) or a guideline (a formal suggestion for proce-

dures). The rationale and evidence necessary for such a decision

would be the same as for the analogous congressional decision.

6. USOE may decide to disapprove a state'i_application for its annual

allotment of funds or to request return tif funds. The rationale

70a 15
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for this decision would be that the state is not complying with the

law and regulations, that its noncompliance reduces the effective-

ness of the program, and that punitive action would be likely to

impro' 1 program performance. Evidence needed for this rationale

concerns processes and outcomes within particular states and local

districts, rather than national averages. It also concerns whether.

punitive action will deal with the problem, which, except for gen-

eralization from other federal programs, can only be determined

after the action is taken.

7. USOE may decide to provide tecnnical assistance. In faCt, that

decision may be incorporated into the law by Congress, dis in the

case of the instructions to USOE to provide technical assistance

to states and local districts in the preparation of their annual

Title I evaluation reports. The rationale for such a decision is

that there is a clear and pervasive problem that cannot be dealt

with through regulations, because states and local districts do

not have the capability for solving the problem. In the case of

annum eva.,uation reports, a substantial part of the problem is

that data are presented in such varied forms that aggregation across

states to form a national program assessment has been impossible;

technical assistance has aimed to promote uniformity of reporting,

among other things.

The information needed in order to implement a technical assistance

Program includes not only evidence of a problem but also inform-

,

tion concerning proper methods for carrying out processes, and this

information need requires research and developMent efforts that go

beyond the usual type of evaluative information gathering. The

area in which there is greatest need for technical assistance within

Title I is the specification of effective methods for compensatory

instruction, and in order to provide this` assistance USOE has under-

taken, among other things, to discover effective methods.

The many decisions involving actual delivery of compensatory education

are made at the local level. The participation of state education agencies in
0

the decision - making process varies greatly among the states and contributes to

the local decision-making effort.

16
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8. Local school administrators decide u on particular enditures of

Title I funds. The rationale for a choice among alternative projects

would include information concerning which methods will,generate the

greatest reduction in educational disadvantage in the context of the

local schools- Two forms ofithis information are (a) the results

of careful research on compensatory education coupled with knoliledge

about the effects of the special context orthe local district on

compensatory education effectiveness or (b) finding that the methods

\- usereviously in the district's,schools were satisfactory accord-

ing tO local standards. It is the purpose of local evaluations to

provide the latter type of information; the general lack of valid-

evidence of effectiveness of locally developed methods provides the

justification for technical assistance from the federal,government

in the form of disseminating information about effective methods.

-11'
9. The teacher of a compensatory education participant, besides desig-

nating him/her for participation, makes day-to-day decisions on the

form and content of, compensatory instruction that for the child are

at le'st as important as any other decisions made in the systeM.

Although these decisions have their rationales, the rationales are

most frequently not clearly understood. It is an objective of cur-
,

riculum packages to provide the decision rules,(for example, in

individualized instruction) that will enhance the child's-achieve-

ment. Those decision rules are (ideally) the result, Of validation

of rationales based on student performance during the development

of the curriculum packages.

Although many other decisions might be included, these nine provide a

basis for the specification of the prim information meech for Title I

decision-making. Although it is the purpose of evaluation, generally: to

meet these information needs, any,particular evaluation project will meet

only one or a few of the'needs. An overall strategy is needed that would

meet all the needs efficiently. The collection of information need not be

related to decisions in a one-to-one fashion; not only are many decisions

made simultaneously or in overlapping time periods, but certain types of

information call for similar evaluation paradigs, some for different para-

digms.

17
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Information Required in Title I Evaluations

At the inception of Title I, information needs not been clearly

differentiated, and information gathering efforts designed to satisfy impre-

cise forms of all information needs at once were undertaken. As reported

by Zimiles (1970), Wargo, Tallmadge, Michaels, Lipe, and Morris (1972), and

McLaughlin (1975); the first five years of evaluation of Title I were essen-

tially a total loss 'in terms of achieving any of the valid objectives for

evaluation. In recent years, there has been greater differentiati4 of roles

and objectives within the federal educational evaluation bureaucraiip and

efforts'such as the Descriptive Study of Compensatory Reading Programs

(Trismen, Waller, and Wilder, 1975), the PIPs dissemination strategy (Stearns,

1977), the technical assistance centers and evaluation packages fti help

states and local districts carry out evaluations (Wood, Cannara, Fagan, and

Tallmadge, 1976), and currently ongoing{efforts funded through the Office

of Education (the Sustaining Effects Study, System Development Corporation,
f,

1976) and the National Institute of Education (the overall Title I assess-

ment, National Institute of Education, 1976) are evidence of movement towards

more realistic relations between objectives and operations in evaluations.
O

There are seven basic cateiories of information needed to test the

rationales listed above. Various c\mbinations of two and three categories

of information, when properly",, analyzed, yield the required tests. The rela-

tions of the seven categories and their combinations to the rationales ar

shown in Table 1. Information on target and participant populations and on

costs is "context" information; information on resource allocation is "input"

information;-, information on management and services is "process" information;

and information on effedtiveness is "product" information. While the readew

may disagree with some of the specific entries in this table, the important

point is that such a relational table is a proper foundation for the develop-

ment of a comprehensive evaluation strategy. .Understanding how the informa-

tion is to be used provides an important input to choices of ways of gathering

the information (e.g., what populations the sample must represent and what

particular details of information should be included in Measurement instru-

ments).

In order to provide this foundation, it'is necessary to address four

"systemic" questions, questions that concern the principles of the system's

operator These may be addressed either as part of an evaluation project

1S
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Table 1

Categories of Information Required of Title I Evaluations

,Needed to Test'

Category of Information Rationale*

1. Target, Population (level and frequency of needs;

other characteristics) 2b, 3b

-."

and Participant, Population la, 2a, 3a

and Participant Population and Allocation Process 3a
I.

la, 3a% and'Costs

and Effectiveness . 44t. .
7

2. Participant Population (numbers, per-pupil allocations,

other characteristics)
,...

and Services full Effectiveness 7

and Costs and Effectiveness lb

3. Resource Allocation Process (selectiork of participants) 3a, 6

4. Local School Management Process (parental involvement,

evaluation, project design)

and Effectiveness

6, 7 I'
;.)

4, 5, 6

5. Services (processes, agents, contents, settings)

and Costs
la, 8

and Costs and Effectiveness 7, 8

and Effectiveness
4, 5,-7, 8, 9

6. Costs (resources needed for delivering compensatory

education)

and Effectiveness

7. Effectiveness'(changes in pupils' school performance)

lc

lb, 4, 5

8

*The rationales are numbered to match the presentation in the text. For

example, "2b" refers to Rationale b for Decision 2.

111.1,
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,of as a precondition to the design of evaluation projects. These four ques-

_ tions are:

.
What operations are intended to occur in the Title I system and

1---:

o

how do they interreldIe? In order that information _gathered be

relevant to decision-making, there must be a clear understanding

of how the systenvis_supposed to function,in tre-Ater-detail than-

expressed in the law% For example, the meaning of 'economic dis-

advantage," "evaluation,"
and4"supplementar7 services" must be

assumption that,economic disadvantage is a source of problems in

schools that money can remedy. There also appears to be an assump-

tion

into specific observable events, if empirical observa-
0

tions are to be related to the program's principles.

2. What assumptions about society and human behavior are incorporated

into the Title I system? For example, there would appear to be an

that children, once brought up to the ability levels of their

classmates, will benefit from regular school instruction as much

.

_

.

0

as their peers. Such assumptions, must be separated from hypotheses

about process-effectiveness in order that evaluation outcomes'can

. .

be interpreted appropriately. In other words, the testing of

rationales for decision'making should be undertaken with a clear

awareness of the presuppositions inherent in those rationales.

3. What-are the objectives of the program? For example, there needs

to be a clarification of the types of impact on students that are

to be Considered as justifying Title I expenditures. Do these

include' cognitive skills beyond reading? Do they include attitudes

and self- concepts? Do they include the physical well -being of the

student? As another example, there needs to be clarification of

the intended impact of Title I on the administration of local

school districts. Should it include generally greater emphasis

on promoting equality among all students or greater emphasis on

evaluation and planning in school programs or more careful diag-

nosis of individual students' special needs? Also, to'what extent

is the objective of the program the mere transfer of funds to

impoverished school districts?
Mistaken assumptions about a pro-

gram's real objectives will lead to useless recommendations; an
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c
evaluator who understands ''hose objectives'can provide a more pro-

.

found interpretation of his/her data.

4. What are the relative values of different program outcomes? This

is a refinement am( quantification of the preceding question. Not

only does-the range of objectives need to be identified, but also

there must be some estimate of the relative importance of different

--outtomes.--For-example, to decide what percentage of a ,districes

Title I funds should'he spent on students in grades 1 through 3,

it i- useful to have some estimate of the value of compensatory

education for children of different ages, based on a.comptehensive

theory of education. Likewise, for an evaluator to compare the

benefits of different projects that achieve different goals, a

quantitative measure of those achievements is necessary.

An argument against including systemic questions in an evaluation frame-
.

work is that they are beyond the province of evaluators and are to be decided

through political negotiation,,, ogic, and common sense. As the work of many

psychologists has shown, however, these processes are themselves subject to

principles of human behavior that can be studied and improved upon. The use
_ .

of scaling technique) to arrive at consensus value; and the use 9f the re-

search literature on social' processes and human learning to identify the
ti

assumptions in the system are two instances in which systemic studies might

well supplement the often bias-laden hudan processes such as political nego-

tiation. Edwards, Guttentagi-=and Snapper (1975),have elaborated specific

methods for dealing with some systemic questions in evaluation.

The general arguments for including systemic questions in the evaluation

framework are kl) that otherwise they quite likely are not answered and the

meaningfulness of the tests of decisioU rationales is therefore severely

reduced, and (2) answers to systemic questions aremore likely to represent

the views of society at large if arrived at through sy-tematic, replicable

(i.e., scientific) methods. v,
, .

Specific arguments can be madeliagainst forcing an evaluation to charac-

terize the system in terms of- a single set of objectives and outcome values.

For one thing, the resulting set would oversimplify the situation. An impor-

tant aspect of Tixle I is the multiplicity of goals of the program as viewed

by citizens)os differentisituations. By( of delineating the operational

V
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objectives of the program precisely, Congress can forge a,coalitien of con-

stituencies favor of the program that might collapse if all tltobjectiyel_

were well specified. Any method of establishing objectives and values must 1

not balm the effect of forcing a collapse of the coalition. This is not an

insurmountable barrier to rational decision-making, howev4i. Systematically,

----eeteblishingjohe value dimensions for various outcomes of Title I would pro-
,

vide a much needed foundation for addressing fundamental evaluation issues,

such as how to scale and aggregate achievement gains.

Information Gathering Processes
r-

The aspect of rational decision-making most frequently referred to as

"evaluation" is the gathering of information, or as it has recently been

called, "the production of knowledge." For most evaluation specialists, the

area of their training and technological° expertise is in gathering reliable

and valid information,. and the choice among evaluators for a particular,proj-
.,

set usually.depends on the demonstration of that extertise.° Although evak-.

uators are wise to be aware of the points discussed in the preceding section'

(i.e., how the information they 'at'ter is to be used), their primaryrespon-

sibility is for gathering the informit

evaluation, the methodological issues d

.In keeping with this concept of

ssed in this document relate

-2primarily to information gathering, although,the context of the information

gatherinvwill be seen to modulate the issues. (One 'general heuristic for

this is that the evaluation of information gathering,,like any other activity,

should take into consideration tfte objectives of that activity. 'Another is

that whenever you find you cannot gather a particular type et information,

you should ask whether you really need it.

Aslet-forth in Figure 1, we cdtview information gathering as consist-

ing of four components: design, sampling, measurement, and,analysis. The

Jesus. addressed in the subsequent sections are, in-fact,grouped according

to these categories:

The first of-the components, design, is the most difficult .0 delimit.

It is the jlanning process, the development'or selection of a framework for-

.

inforMation gathering. Thus, it overlaps the other three components: the

detailed specification of the sampling, measurement, and analyses components

would in fact include the total content of the design of information gather-

ing. /bere are, however, three design factors that transcend the other

') I)
6, 4.

O
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coiPonents: (1) the general frame of referenee, (2),the specificidesign

model, and (3) the longitudinality of measurement. Much of the controversy

concerning Title I evaluations has centered on the specific design models

used., In particular, comparisons of performance ol'nonequivalent groups

have proven fsdlty. The first design issue tote discussed will consider

a possible resolution of that controversy by-way of changing the evaluation

frame of reference. The other design issue to be discussed pertains to the-

validity of evaluations based on gainsmithin a single school year, a ques-

tion of longitudinality.

The second component, sampling, refers to the specification' of rules for

selecting which states, districts, schools, projects, classrooms, or children

to collect data from in order to reach general conclusions! Of the two sae:

pling issues discussed, the first will focus on the impact of having nonrep-

resentative eamples on the validity of the infordation provided, and the

'second will focusAinthe necessary size of samples to be used in evaluation.

The third component, measurement, has also been a center of contra prsy.

There are three factors inthe specification of. measurements in evaluations:

(1) the selection of which constructs to measure, (2) the selection, or

development, of instruments (e.g., achievement tests) to,make the measure-

ments, and '(3)' the scoring, or scaling, of responses on the measuring instru-

ment. Pertaining to the first factor are issues of.how general the achieve-
.

ment gains are to be. These issues border on substantive issues of what the

objectives of Title I should be; however, they also involve methodological

issues of how to measure cognitive growth. Pertaining to the second factor

is the issue of the role of criterion- and norm-referenced tests in evaluatidn

of compensatory educationoand-pertaining to the third factor is the perva-

sive issue of the units -of measurement, in particular, the role of grade=

equivalent, scores.

The fourth component of information gathering is analysis. Analysis

has as its purpose the transformation of measures of sampled individuals

into information relevant to rationales for decision-making. More particu-

larly, the results of analysis are assignments of the likely truth of par-

ticular statements that contribute to rationales, (e.g., "the likelihood that

children would have learned this much in the absence of the program ,is less

than 1 in 100"). The most saliet.t issues concerning analysis are (1) whether

4-
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there are adequate analytical method's for comparison between nonequivalent
P

group3,,and in particular, whether variants of, analysis of covariance are

appropriate; (2) whether analyses used to determine relations between effec-

tiveness and kilts and services are. appropriate; and (3) whether methods

used to aggregate data from different sources (e.g., annual state reports)

are appropriate.

Realities of Evalaation

$ An important characteristic of evaluation is that it is a process in-

volving people, and iherefbre the assumptiori that 'in reality evalUafion con-
,

forms to some simple model, such as is presented here, will miss, a large

part of the true nature of evaluation. First, the purpose for which infor-

mation is whered does not directly affect whether it is reliable,or valid;

and large numbers of studies in the research literature are subject to the

,same methodological criticisms that are directed at federal evaluations of .

compensatory education. There are, however, two fundainflatal-reaffons,why

methodOlogical problems appear to be more prevalent in the federatavalua-

tion.studies than elsewhere: (1) the results of, the studies are of Substan-
.

tial importance to the lives of many people, so they are subjected to\Tore,

intense scrutiny than are less sensitive research projects; and (2) recNire-

meats and constraints on information gathering are to a great extent speti-

fied by individuals with expertise in the use of information indecision

rationales but not in the process of gathering information, andas a result

Ithe.information.satherIng designs allowed are often limited, to those of

_questionable validity (e.g., quasiexperimental designs; see Campbell and

StaneV, 1963, and Campbell and goruch, 1975). Only when policy-makers are

aware of the alternatives for reliable and valid information gathering and '

of the consequences of basing rationales-on less than adequate information

can there be adequate evaluation.

One particular way in which evaluations of federal educational programs

are limited is in their effects on,the-schools in which they collect data.

Teachers and local school
adMinistrators naturally'evaluate the goals of

national evaluations as of secondary importance to the main task of teaching

their students; and because the operations of information gathering do con-

flict with normal classroom activities,
compromises, must be made, in order

for any information to be gathered. One direction for creative solutions

4
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tp methodological pralems in evaluation may be in the negotiation_of new-

forme of compromise between educars and evaluators. .

Finally, before turning to the methodological issues, we should point,

e
out that the decision4arientled framework for evaluation that has been pre-

stated is not'the only framework for evaluation..As pointld out by Floden,

and Weiner (1976), evaluations frequently have non-decision-making goals

that complicate the identification of the information needed. "Evaluations"

may be undertaken as a means of stimulating a project to take action, or as

a fora; of public relations, pr as a way of justifying decisions already made,

or as a strategy in the development of an organizational power structure.

While these aetivities are in a sense demeaning for evaluators who take
/

.
pride in their information gathering craft, they hevertheless provide oppor-

tunities for the practice'and enhancement of their craft. The Methodological
...

issues to be discussed are relevant to these activities also.; to the extent

that the, informatiqn gathered might alio 'be useful in futuiodecisions; and,

moreover, they are likely to be especially difficult to deal with because-
,

the individuals allOcating resources to the "evaluation" are not motivated

primarily t# obtain reliable and valid information.

Summary

Evaluation of federal programs such as Title I has become a large-scale

activity. Limitations on allowable information gathering Continue to plague

evaluatorsi however: This document will attempt to clarify the effects those

limitations have on the validity of information gathered and to suggest paten-,

tial directions for searching for solutions. Evaluation.is viewed here as

tile gathering of information to
6

issuei.to be addressed are also

'knowledge production, efforts.

test rationales for decisions, although the

relevant to other information gagiting, or

The information needs for Title I-evaluation

can be generally derived from consideration 'of the types of decisions Con-
.

gress, USOE, local school administrators, and teachers must make, and they

fall into seven categories: target population; participant population,

resource allocation process, local school manageKent procese, services, costs,

and effectiveness. In ordet to relate{ such information to decision-making, 1

on the other hand, it is necessary to answer several systemic questArons about

the Title I system, either as-a precondition or as a gall: of evaluation.

Information gathering can be divided into four categories: design, sampling,

1 t
U
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measurement, and analysis; these categories provide the organi'ation of the

rest-of this document. ;However, the issues to be4iscussed will involve

political realities of evaluation that tranicerd 'those four cateqories.

ir
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Design

Introduction

The design & information gathering is a dangerous topic for

discussio1. Many 1?)licy-makers view the technical aspects of it to be

details that technicians can carry out, and they are concerned only

with more global design issues; and many technicians view these technical

details as the entirety of the design problem and fail to consider the more d

global design issues. Neither approach is satisfact..:y, however; the

global issues and the technical details are actually closely interrelated.

The best solution to,a technical problem may be a change in the globjkl design .

rather than an increase in the sophistiCation bf techniques. Such a

solution is proposed in the first issue to be considered in this section .

(the issue of the role of "control groups" in Title I evaluations).

Although that issue has been considered by many researchers as a arecific

design procedure requiring further methodological development, a promising

avenue for resolving the issue may lie in'changing the frame of reference

for evaluation. Policy-makers must listen to the expert advice of

researchers and call upon other researchers to question and refine .

evaluation designs, if'evaluations are tcomake use of:tfirecent develop-

mentsivethodology. Especially in the case of the first` issue, the

methodological sophistication in the research community in 1977 is /

significantly greater than a decade, or even five years, ago, Methods

long accepted throughout the research community have been found question-
/

able, at least as they apply to evaluations of compensatoty education.

The basic design problem, which has long been noted by philosophers

of science (e.g., Eddington, 1958), is that all scientific obserYation

and interpretation is perfor-ld in the context of a theoretic 1 frame-

work. Acceptance of the information thus gathered often depen s on

the acceptance of the framework. In particular, the use of statistical
/ -

,

methods, such as estimation of .effects in the population from effects

observed on a sample, is predicated on sets of asSump.-....ons that are

rarely tested in ;Valuation studies. One reason for' this is that

statisticians have demonstrated that many of the most common methods

are quite "robust" wityesPect to some of their assumptions; that is,

"1
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the metho s would produce valid results even when the assumptions were

not quite trae. For examples the common t7tese, asauthes that random

errors are normally distributed, but the test is quite valid even for

significant departures'from normality.

In the case f compensatory education, a recurring issue has concerned

the validity of comparing achievement gains of Title -1 participants with

the gains of a control group or of a standardized population. Methods for

comparison of two groups in a psychological experiment are based on

assumptions likely to hold true in the laboratory, but violated in the

conduct of uncontrolled studies of ongoing programs in the field. One

'direction of resolution of these problems has been the "improvement" of

statistical methods so that they involve fewer assumptions to be tested:

That process is incremental; however, it is more costly than is generally

recognized, and quite often it has taken the form of replacing one set

of assumptions to be tested with another. The last deserves comment:

it certainly is an advance to have two analytical methods that wolvk

for two different sets of assumptions rather than a single method;

however, in practice having two frameworks requires the collection of

extra information to test which framework is appropriate, which increases

the overt cost of an evaluation. Plans for evaluations ffhould explicitly

include the assumptions underlying the observation and interpretation

process and insofar as possible include plans for testing the assumptions.

*Student's t-test is a method for testing whether one group's scores are

generally higher than another's. To carry out the test, one diNadoe the
. .

difference between thqlgroup means by an estimate of how,variable the

scores are within each group. The larger the quotient, the more

statistically significant is the difference la the group's scores. The

aim of this monograph is not t- serve as a statistical text, so particular

statistical methods will only ,e described in sufficient detail to permit

non-statistically *rained reauers to fellow the discussion. The basic

concept involved is that the truth of a statement is a function of the

relative likelihood of obtaining a particular set of Scores if the

statement were true or were false. In the case of the t-test, it is

the likelihood of obtaining a particular difference between groups if

the difference were real or merely a chance occurrence.
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In addition tgy the general question of what type of comparison should

be used ip. Title I evaluations, there is another question of frame of

reference that must be considered in planning'an evaluation: What process

is to be evaluated? flthough, from a strict program evaluation perspective,

it is the "Title I process" of allocating national resources to meet the

special-educational needs of disadvantaged children, the testing of

rati o nales for decisidns may depend more on information about other

processes, such as "compensatory education," however funded, or "indivi-

dualized instruction," or the relationship between economic and education-

disadvantage. A problem in trying to evaluate -he Title I process per

se is the ability to separate those processes that have Title I as a

cause from other processes occurring in the same classroom. Although

superficially it appears that local school administrators are able to

allocate Title I funds to identifiable categories, classroom. dynamics

preclude measurement of overall effects (e.g., if the effect of a

particular Title I project is to pull students out for special reading

instruction, the side-effects of this on the stude ts remaining in the

regular classroom cannot be ignored in a comprehens aluation of

"that project). DeLause the issue of what process is to be evaluated

is determined more by considerations of the use of information than by

problems in the gathering of information,` it will not be considered

as a separate methodological issue in this presentation.

,Questions concerning the specific experimental design for information

gathering have centered on the use of quisi-experimental designs to substitute

for randomized, or true experimental, designs. Design in this sense

refers to the operationalization of tests pf decision rationales in

terms of numerical relations to be observed among measureme,i,s of

subjects (e.g., children) and the specification of subject selection in

a way that will make inferences from numerical relations to tests of

rationales meaningful andbvalid. There are dozens of common'"experitaental

designs" that evaluators can apply to the evaluation task, but each is

based on implicit assumptions that should be tested. It appears that

at present we may be in a position in which none of the known "experimental

designs" (including quasi-experimental designs) are both politically

acceptable and able to provide valid tests of important decision rationales

in Title I. This is discussed in Issue 1.
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Questions concerning the. longitudinality neededin Title I evaluation

have centered on the paradox that children in compensatory education

programs tend to learn about as fast as children who have no educational

disadvAntage, when measured from fall to spring; yet from year to year

the children in compensatory education programs fall f'-..ther and further

behind their peers. Various aspects of this question are discussed in

Issue 2 in this section.

The'two issues discussed in this section by no means exhaust the

methodological questions to be addressed in designing an evaluation study.

They both focus on evaluations that aim to assess impact on students'

'performance. In addition to sampling, measurement, and analysis issues

discussed in later sectiors, there are numerous "details" of procedure

0
to which the director of a large-scale program evaluation must attend,

such as staff management,
scheduling, liaison with program and project

managers, data management, and report design. An evaluation is equally

susceptible-to loss of credibility from carelessness in these aspects

as from statistical design problems.

Issue 1. To what Mould Title I treatments* be compared?
Re?

Evaluation iselot mere description. Where description is substituted

for evaluation, important systemic questions about the program have

not been addresed. The testing of decision-rationales through the

gathering of information always involves the interpretation of that

information as .t relates to a hypothesized description of the program.

Thus, there must always be some comparison of the information on program.

performance, itvour present case the achievement of children who have

received Title I services, with a standard: eased on this comparison,

the validity ofdecision rationales can be tested, and recommendations

for policy can be developed. As pointed.out by Stake'(1967),' there are

two fundamental types of standards for comparison: (1) comparison with

what would have occurred were the'treatment not present-- a relative

comparison; and (2) comparison with a goal-outcome that the treatment

*A summary of the types of treatments funded under Title I is contained

in a companion volume (McLaughlin, 1977)..

:3()
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was intended to produce--ah absolute comparison.*

In the case of relative comparison, the estimation of what would

have occurred, without the special treatment is the most significant

design problem; in the case of absolute comparison, the specification of

the goal-outcome desired is the most significant design problem. Methodo-

logies for estimating "what would have occurred" are noticeably further

developed than the (more complex) science of educational goal - setting

.(e.g., the t-test is universally accepted, but goals for the schools

vary from one community to.another). For that reasons it would seem,

compensatory education evaluations-have been designed for relative

comparisons. The recent development cf "criterion-referenced tests,"

"objective-referenced curricula," and "competency -based education"

(Spady, 1977) is, perhaps, a harbinger of a movement toward apecification

of goal-outcomes for Compensatory education, which would illbw absolute

comparigons. Both types of comparison play a role in ideal program

development, as shown in Table 2. They are based on distinctly different

points of view, however. The type of question answered by a relative

is "Did, the program have an affect?", and the type cf

question answered by an absolute comparison i "Did the program meet

the breed ?" A relative comparison will not tell us whether the pioblem

is betni solved by the treatment, and an absolute comparison will not

tell us whether the level of.expenditure is justified. A comprehensive

evaluation strategy would require both types of ccmparison;

In order to resolve this issue, it is necessary to weigh the costs

and benefits of the various alternatives for comparing Title I tisatmenta.

We shall firit consider the intricacies that have been discovered in using

relative comparisons and then examine the potential for the use of absolute

comparisons, which have received little attention in the ten years of

Title I evaluation.

*Lest the terms "relative" and "absolute" confuse the reader, it should

be noted that in a sense all comparisons are relative. The way these

terms are being used here refers to the dependency of the validity of the

decigion rationale being tested on the operationalization of some hypo-

thetital modelt(e.g., what would have occurred in the absence of.Title

I). A "relative" comparison is so dependent, and an "absolute" comparison

is not.
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Table 2

Relationships between-Outcomes
of Absolute a Relative Comparisons

,--
, Absolute Comparison

Positive Results 1 Negative Results.

Relative
Comparison

,

Positive
Results

Am.....

Conclusion: Conclusion:

Program operation
satisfactory.

.

Need for more effort
or reconsideration of
goal- outcomes.

.

Negative .

.Results

I

°Conclusion: Conclusion: ,

Program effort can be

decreased substantially
or goal-outcomes need
reconsideration.

i Need for redirection
of program efforts and
need for new methods.

:32
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Relative comparisons. For relative comparisons, the only method

known for estimating what the performance level would have been without

the treatment is to observe tee performance level,-of some other group

not receiving the treatment*. The selection of that other group is crucial

to interpretation of the comparison. There are three categories of

alternatives: (1) random assignment of preselected subjects to treatment

and no-treatment (i.e., standard school treatment) conditions; (2) selec-

tion of a comparison sample in any other way; and (3) use of norms tables

of estimated performance in the general population, published with

standardized tests'. Random assignment is-necessary for.the true experi-

mental method; it involves the least threat to the internal validity

of evaluation but the greatest complexity in interaction with program

operation. Random assignment,t should be noted, can refer to assignment'

- of students Within a classroom to treatment and control groups, eo

assignment of schools to treatment and control conditions, or any other

# unit. The implications of randomization of different levels of units

are discussed under Issue 3. The only major federal education program

evaluations that have employed randomization are the ESAP and ESAA

evaluations (NORC, 1973; Coulson et al., 1976).

Warandom comparison groups-that haim been used in major Title I

evaluations include ( 1) students ,in the same school in a prior year

(ftibaek, 1968), (2) students whose classmates were participants in

Title'I (Trismen et al.:1976), and (3) students without compensatory

education programs (trismen et al., 3976). Nonrandom comparison groups

have been used in numerous local evaluations, and current efforts by

USOE to help local districts_ carry out Title I evaluations include this

method (Wood et al., 1976). The problem with nonrandom comparison

groups is that-there is no assurance that they are comparahle to the

treatment group prior to treatment. As we shall sees-the ways in which they

can differ are numerous, and. testing for all the possible differences

*A repeated measures design in which each..child acts as his/her own

control is an interesting alternative, but would involve extremely

complex corrections because the goal of compensatory, and regular,

education is to change the child, and the rate of individual growth

varies in complex patterns from year to year.
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so one can make the correct adjustment of the comparison borders on

the infeasible. On the reverse side of the coin, there is; by the fact

that Title I is designed for a subset of the children in a school,

nearly always some comparison group nearby that can be inexpensively

tested to provide comparison data. One type of comparison data available

in ma0 school districts is cumulative growth curves for children in

thisJdistrict. Although subject to problems, these local norm aata are

usually preferable to the use of national,norms:

'fie use of national standardization data has much the same set of

problems as use of a nonrandom comparison group. The problems are
'-

compounded by the fact that, unlike a contemporary local comparison

group, one cannot observe what variety'of experiences and traits character-
.

ize the national comparison group. The problems associated with use

of the norms tables of standardized tests are discussed under Issue 6.

Nevertheless, such data, in the form of gains relative to typical

performance at a grade level (grade-equivalents), have been used by many

states for their annual Title I evaluation reports and thus by 'the

federal evaluators who aggregated the state reports. Of course, for the

local evaluator, use of norms tables is the least expensive method

for generating a comparison of a treatment group's performance.

In order to evaluate the usefulness of these three methods for

performing relative comparisons, we 'must cchsider the various costs

generated by each alternative. Four types of marginal costs must be
4,

included:

1. 'costs of collecting the needed data for comparison;

2. _CCISts of producing the date (incurred by teachers and students);

3. costs in lost validity and in resulting lost credibility of

he evaluation's findings, compared with other methods; and

4. costs for development of the method.

These costs offset each other, and they apply to absolute comparisons

as well as'to relative comparisons.
Therefore, it is essential for an

evaluation designer to understand their differences and to be able to

compare their values. Because the credibility of the findings is

partially dependent on what the findings are (that is, whether or not

they conform to results desired by groups in a position to attacktheir
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Validity), policy-iakers and evaluation designers must choose whether to

,.-gamble with an "inexpensive:design and hope that results prove noncontro-

yersial or to*he conservative and use an "expensive" design. A pilot

evalUation is a useful-toolin this situation.

For randompselection, marginal casts are nearly all in the category

the data. The major cost,invariably given as the reason

for ruling out randomization, 1T-the withholding of Title I bene4its

from the unlucky needy Students selected to be in the control group, The

law specifies that Title I funds are to be Used to meet special educational

needs of the young people,with the greatest needs, and program adminis-

trators and teachers are reluctant to comprOmise that principle'

for the purposes of valid evaluation. This is a constraint with±n which

evaluation must be carried out. Proponents of randomized designs must

find rationales for randomization ticat will meet the objections of

administrators and teachers.

Several such rationales have been suggested (e.g4,4 Campbell and

Boruch, 1975). First, one might argue that there is little evidence

that missing out on the program for a year has lasting effects on one's

education; after all, "no Title I treatment" does not mean 440 instruction."

Finding that local districts, teachers, and parents do !hot readily accept

this argument_mould indicate by itself that these people, at least, believed

the treatment to be effective.

A second design for randomization is conceivable when more than one

compensatory service is available, only one of which a student can

receive at a time. For example, if there are compensatory reading and

mathematics classes, then it might be reasonable to assign needy students

randomly first to one for a year and then to the other for a year. This

would he questionable if children normally were behind in only one of

the subjects: assigning a child with math difficulties to a compensatory

reading class might be counterproductive. The results, at least for

the first year, would be a randomized design in which each compensatory

group was the control for the other. This presumes that the content

of two instructions has little overlap (otherwise the evaluation would be

too stringent, pitting two compensatory claises against each other); a

Presumption probahly false in the primary grades. Very sensitive tests

Oa
1 !-
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would be necessary to differentiate gains of two classes'-whose objectives

overlap.

A third randomization design would be to withhold compensatory

education service from a randomly selected

and invest the money saved in a trust fund

this possibility is bizarre, it should not

ation. Perhaps the most difficult problem

that there are subStantial side effects of

funds,into a school that would_not he felt

group of stuaents for a year

for those students. Although

be dismissed without consider-

for this design is the fact

the introduction of Title I

if the money were'in the bank.

A fourth design for random-assignment can be used when there are not

sufficient Title I funds to serve all the needy students. Rather than

dilute the program's effectiveness by giving each student less service,

and zather than assigning funds on some basis such ail ability of a teacher

or school administrator to write a good program proposal (which may not

be indicative of the actual service delivered), some of the funds

could be assigned randomly. This procedure is fair ancican be agreed to

in advance. Although it would be infeasible to implement at the level

of selecting individual students, it proved feasible in the selection

of schools for ESAA money in the evaluation designed by USOE and carried

out by the System Development Corporation (1970. As that evaluation

showed, however, it is necessary to have advance agreement that no

compensating local resources that might affect the level of performance of

students in the control schools will be allocited to those schools during

the period of the evaluation. In that study, because the Office of

General Council held that USOE administrators could not affect the

allocation of other resources to make up for'ESAA allocations, the

evaluation was compromised. The general heuristic of substituting a service

or value to be provided after the evaluation is completed appears to

be a reasonable compromise between program operation and program evalua-

tion.

A fifth possibility occurs in districts with a wide range of economic

'status, where it is required that local administrators select the schools

serlfing the most economically disadvantaged children to receive Title I

assistance and demonstrate that non-Title I schools are not receiving

:36
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compensating resources from other sources. In these cases, random
. 4

assignment of a few groups of children to Title I and non-Title I schools

would prwidethe basis for an overall comparison bettieen the Title I

and non-Title I schools, although itAfould be difficult to make inferences

about the effectiveness of particular methods in such a design.

Finally, if the base of cmpirison were taken not as between the

Title i treatment of interest and the standard instructional treatment

but rather between a Title I treatment of interest and A standard that

is agreed to be highly effective (although possibly too costly for wide-

spread use), then random assignment could easily be justified. The aim

of this comparison would be to show whether the treatment of interest

was'ss good as the "standard of excellence," presumably at less cost.

This provides an argument for'the identification of at least one method

of compensatory education, however costly, that can be assumed successful

wherever implemented.

To summarize, the costs of randomization are nearly all in terms of

services withheld, and several rationales exist for compensating for or

justifying the withhOlding of services. Of course, a thorough considera-

tion of randomization would have to investigate secondary costs for the

teacher and for other students: for example, the greater classroom

`homogeneity of achievement level when low achieveri are taught separately

might possibly benefit noncompensatory classes as well as the compensatory

classes (although the results of Trismen et al., 1975, suggest not)- -

randomization removes that. possibility. However, in view of the marginal

costs of the other methods to be described, randomization deseres careful

consideration (as in Conner, 1977) for future evaluations that require

relative comparisons.

There is another cost associated with use of randomized control

groups that applies. equally to nonrandom comparison groups but not to

other comparison methods. This is the cost of assuring that the control

group is not affected by the Title I service; if it is affected, this

would bias the comparison. There-are numerous sources of subtle effects

of which the evaluator must beware and which he/she must either avoid

or measure and correct for. If students in both groups are in the same

classroom or even the same school, some peer teaching of skills learned

'1
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ir

in the compensatory treatment will be very likely to affect other students;

if ,a group of students is aware that they are being used as the control

roup, competitive spirit will lead to greater achievement than were

there no evaluation (the "John Henry effect"); teachers are likely to

discuss with each other methods that have been successful, thus,spreading
m

their use; if both groups are in the same. classroom, the teacher may

notice "mistaken" assignments to treatment and control groups and reassign

students to achieve maximum benefit from the compensatory education

program, ignoring the effect of this on evaluation; and ,districts may

unconsciously favor schools not receiving Title I money with other

oppo,rtunities "in order to be fair," although that is precluded by

Title I regulations. Thus, randomization or other methods' of selection

.of-a control group will have costs associated with the proximity between

treatment and control groups that other comparison methods do not.-

We turn now to nonrandom comparison groups. The 'problems of

evaluations involving nonrandom comparison groups have'been discussed at

greater length.than any other methodological topic in the relevant

liter%iture (e.g., Thorndike, 1942; Campbell & Stanley, 1963;

Campbell & Erlebacher, 1970; Glass, Peckham, & Sanders, 19749

Kenny, 1975; Porter & Chibucos, 1974; Sherwood, morria, & SherwOod,

1975;'Campbell & Boruch, 1975; Boruth, 1976; Reichardt, 1976.)
6

Although we leave the details of the' methods of analysis when one has

nonrandom control groups to the discussion under Issue 8, we shall

consider the problem generally here in order to understand the costs

involved in choosing to use a nonrandom control group for a reltive

comparison in evaluation.

The basic problem is that the treatment and comparison groups must/

be determined to be equivalent in all relevant aspects, so that they

can be compared "as if" the selection had been random. That,equalization

which is a form of interpretation o observations, depends on assumptions.

Those assumptions are numerous, and testing them is both necesearysand-

costly. While there have been notable advances in expanding"the available

methods for correcting for the nonequivalence of control groups, there

have been equally notable additions, especially by Donald Campbell and

1'
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his associates, to the,,aist of problems that must be dealt with in gir

analyzing data from ;'quasi- experiments" (as Campbell fisStanley, 1963,

referre&to designs without randomized assignment).

In order to understand the scope,of the problem, let,us consider

the simplest form of correcting for the nonequivalence of control groups,

one that has been berated often, is still often used, isyeally, no worse *

than some more sophisticated methods, and one form of which was recently
,

strongly'defended (Sherwood, Morris, & Sherwood, 1975). This method is

'matching; for each treatment subject, a control subject is selected to

be as similar as possible to himlher before the treatment, and differences

are measured between the pairson completion of the treatment. The )11 .

f011owing list of problems with this'meeod, taken from Campbell &
ti

Bo will(1975), is incomplete, but 1 show the extent erthe_problem.

It should be noted that the method proposed by Sherwood,aMorris, &

'She ood (1975) may not be subject to many of these problems, because'

the s was an attempt to match pairs exactly--on dozens of dimenbions

sim ltaneously." These problems listed are-primarily for the case in

whi h matching is on a Otetest.
A

1. Differential regression tthe mien: Children selected by their

teachers as needing compensatory instruction are likely to have

obtained low pretest scores because their true scores are low;

however, those noncompensatory students whose low observed scores

match the compensatory students are likely to have obtained' the

low scores through random error. On retesting, their scores would

be expected to be higher than the matched compensatory students

because the random error would not be likely to be in the same

direction. The problem is that,matching is orrobserved scores', not

on ,(unobservable) true scores, and the result is that compensatory

education can look bad entirely due to the statistical artifact. -

A hypothetical example is shown on the next page.

4,
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ABCDE
Five Compensatory .

Education Students

PGRIJ
Five Regular

Students

Pretest True Score 20 211 30 40 .413. 30 30 40 50 50

i25Pretest Observed Score 15 25 30. 3S, .45 35 40 45 55

Matched Students 25 35 45 25 35 411t

Posttest True Score if
t Everybody Gains 5 Units

.Poettest Observed tams

25

30

45

45

45

40 '

35

40

35

35

55

50

.;

Average ?detest Observed 35 ..

e 4_
15

Score for Matched Crimps

Average Poettlist Observed 38.3 41.7

Score for Matdhed Groups -s

2. Differential growth rates: Children, who learn more slowly are

farther b 4) hind their pee* group at any age, and conversely,

children who are farther behind tend, to have a slower learning

rate, at least in most cases. Iwo students may have achieved

the same level, however, and have different growth rates, fot

example because'the slower student was given extra help. Now,
.

an intelligent teacher is likely to be able to disdern which

of two children sco$ng low on 'reading has a veal learning

problem requiring compensatory instr&ction and which is merely

not peiforming up Ito his/her, capabilities and can be expected.

to cope with the tasks in the regular class. It would, surely-
)

be unfair to the compensatory treatment to matdhhese two
,t1'

'children for the purposes of eValuition. See the example bmlow.

Compensatory
Education Student

Pretest True Score

Rate of Growth

Expected Posttest Score

20

Matched
-Control Student

20

lo points per year 20 points per year

30 40

4 0
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3. Test floor e.ffectsi Each achievement test is deigned for a

particular range of ability levO.s. However, if the test used

for an evaluation is no very carefully, chosen, some` Tow

achievers may in fact have pretest true ability levels signifi

cantly below the level needed to exceed chance (pure guessing)

pet.',:axwanca stores. kor example, in the Compensatory Reading

Study (Trismen 1975), there were numerous means for
. . . .

groups of compensatory reading students that were below the

guessing level for the test, The pretest scores of students

who purely guess will be positive, however, because some guesses

will be correct, and they v41.4 be matched by controls who perform

at chance levels that reflect their trve scores. in the course

of a school year, the treatment and control students might learn

an equal a ouni; but that amount might not be enough for the

treatment students to exceed thence levels. Thus their observed

gain would be zero, compared to a positive gain in the control

group. See the example 'below.

True Pretest Score

Compensatory Metaled
Education Student Control Student

10 20

True Score Needed for Chance Anything Anything

Level Perforator. up to 20 . up to 20

11111111111111

Observe.: Prptes* Score

411MIMY
20 20

mmmmmmmmr

True Gain for Year 10 points . 10 dints

Observed Posttest Score 20 30

In

V

eacheach of these cases, a test could be made for whether the particular

bilogng erfect actually occurred and a correction made. 'For ekimple,

parallel forms of the test could be given to each student to estimate the

amount Of regression to the mean, and Scores could bQ corrected before

matching. Measures of growth rate could be obtained by administering

several pretests over a period of years preced'ng the treatment. Tea

floor effects can 1-e..avoided,by pretesting the tests, before using them

41
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for the evaluation study or by the development and use of wide range tests;

such as the sequential branching tests that can be Administered under

computer control. Each of these operations adds significantly to the

cost of the evaluation, however, and it is not too cynical to expect that

a sophisticated methodologist will be able to find some new source of

bias after the study is completed. In some cases, it may be expected

that the results will be so clear-cut that statistics are hardly necessary

(for example, if all studenti in icie enmpenkatery program -scored in the

bottom hill of their-dla.L. on the pretest and in the top half of their

class on the posttest, no stat stical artifacts would be important).

It also may be that the results.will be noncontroversial (for example, if

they are merely tb corrOorate results obtained from efferent methods

of evaluating tire particular proiram). In these case=, he :ess-are on

"internal validity is not as great, and one migbeconclt_e that the cost

in units of credibility may not justify abandoning ..the alterngel;t of

matching. The history of politicization and controversy of Title I

evaluations, however, suggests caution in sacrificing validityto save

other costs.

Another approach to this problem, which has its own costs, is to

develop- airtight methods for interpreting results based On nonrandomized

studies. Porter (1967) and Kenny,(1975), for example, have imprpved

the methodology (to be discussed under Issue 8), and the National Science

Foundation and the National Institute of Education have recently been

supporting. some research into better methods, so the possibility of the

development of improved analysis prbcedures for noncomparable control

groups should not be dismissfd. The proper method is not apparent in

1977, however, and is no guarantee of-solution in the near

future. Nevertheless, more intensive effort in this direction seems

warranted, unless either randomization becomes politically acceptable or

evaluations change toward absolute comparisons rather than relative

comparisons.

The third method for relative comparisons is to compare the Title I

participantS with the "norm group," that is with the scores of the

representative national sample of students who took the test before it

2
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was published in order to establish the meaning of the raw scores in terms

of comparison to the population. The model used for such comparisons in

an evaluation is the "equal growth" assumption. This is the assumption

that, under no speeal treatment, a student who scores at, say, the 20th

percentile relative to ethers at his gradeleveljor 7_,months belay----------

a level----or--10-itetasai 1 standard deviation below the mean) at the

beginning of one grade is expected to score at the 20th percentile
. . . . . .

months below
.

relative to his peers (or 7 months below grade leliel.of 10 items or 1

standard deviation below th-' mean) at `the beginning of the next grade.

All of the validity problems of nonrandom control groups apply equally

to this method of comparison, and it also is subject to the numerous

problems that arise from reliance on norms (see Issue,,6). Moreover,

Raskowitz and Norwood (1977) have presented data that indicate that

'
the equal percentile growth assumption leads to underestimation of

expected gains of students at the lowest percentiles, based on data from

recent evaluations;_ and the distortions associated with use of grade -.

equivalent scores are well-known (see Issue 7).

In view of the numerous proble, associated with use of test norm

data as a comparison standard for compensatory education evaluations, it

is distressing to find that most evaluations carried out to satisfy the

requirements of Title I have ben based upon that type of data (see the

discussions of local and state evaluation reports.by Wargo et al., 1972;

Gamel, Tallmadge, WOod, and Binkley, 1975; Thomas and Pelavin, 1976).

The use of such data is even recommended as one alternative'for future

local Title I evaluations (Wood et al., 1976). Only when special research

studies have been commissioned by the federal government and carried

out by leading research institutes have there been comparisons with control

groups ;lost notably the Compensatory Reading Study, Trismen et al.,

1975, and the °Sustaining Effects Study, System Development Corporation,

1976).

The cost of this method (norm comparisons) in terms of data collection

is minimal, but from the point of view of validity it is substantial.

For the purposes of relative comparison in evaluation, its use should

be rerroborative rather than as a sole means of comparison. The costs
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of development tg establish adequate validity for this method include not
0

only the coats associated with developing methods for interpreting

comparisons with nonrandomized contrcl groups, but also they include _

_
the-tatteCif refined standardization, in which distributions of scores

in the norm sample are crosstahulated with numerous demographic and

other factors that might be used to match the treatment group to a

subset of the norm sample.

As we hd& seen, there are substantial problems to'be dealt with in

the use of any of these alternative methods for relative comparison. "Any

one of them might provide the answer: if a politically feasible method

of randomization were developed, or if sufficient statistical methods

for equating nonequivalent comparison groups were developed, ovif

sufficiently reliable and valid test norms were produced. The stakes are

sufficiently important (Title I is spending about $2 billion annually

and is substantially affecting the education of 5 million children

annually) to warrant strong efforts in all three directions. It. is our

belief, however, that a fourth alternative, turning to absolute comparisons

in the evaluation of Title I impact, is also Viable,,and we have taken

the next few pages to discuss that alternative.

Absolute comparisons. Absolute comparisons involve -...oi.parison of a

treatment grohp's performance with an agreed-upon standard, irrespective

of any control group's performance or, 'really, of any form of expectation

for the treatment group's performance. Fur types of absolute comparison

standards, shown schematically in Figure 2, appear to be reasonable for

the-evaluation of impact of,Title I on children's educational attainment:

1. specified minimum skills to be achieved at each grade level;

2. specified maximum deficits from th. population aVerage to be

allowed at each grade level;

3. specified minimum amounts of sLill acquisition per year of

school; and

4. specified minimum amounts of deficit reduction relative to the

population per school year.

The first two standards are for achievement revels at tie conclusion of
t.
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2

Skills

sinisua allowed

smile

3. Grades 12

3

'minims gain allowed

1 Grad.. 12

Skills

1

stains allowed

752

502

252

Grades

4

12

1

animus gain al_owed

73%

302

252

Irades 12

Figure 2. Four kinds of ab-nlute comparison standP-As for Title I achievement gains

45

L
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a__particular."-title---1-treatment-,--alid-the last two are for achievement'

seize. The first and third are interes of absolute skill levels, and

the second and fourth are in relation to what skills the population as

a whole possesses. Although all but the first are expressed as the

relationship of posttreatment performance relative to some other perfor-,

mance level (pretreatment or the general population), they are neverthe-

less absolute comparisons in that they can be agreed upon ahead of time,

their validity in no way depends on the ability to find an equivalent

.control group with which to compare the treatment group. Foi example,

of in the second type of comparison, the criterion for concluding that

Title ,I is having the proper impact is that every participant's perfor-

mance be at least at the 25th percentile of the population distribution

upon completion of the treatment *,,ice is immaterial how the particular

treatment group differed from typical students in the populatiOn prior

to treatment.

As with the alternatives for relative comparisons, the types of

costs for the four methods of absolute comparison vary, and careful

analysis must precede selection of the appropriate method. The only

applications of. the methods to Title I evaluations have been in the

searches for exemplary projects (Wargo, Campeau, and Tallmadge, 1971;

Horst & Tallmadge, 1975), and a substantial amount of development

will be necessary prior to their widespread use. Recognition of the

need for such development is apparent from the attempt by Horst and

Tallmidge (1975) to achieve a measure of what they termed "educational

significance" in terms of a comparison of the fourth type. They proposed

that in a Search for successful projects one require not only that a

gain be statistically significant, but also that the amount of the gains

*This is not paradoxical: it requires, that the distribution of skills

be truncated at the 25th percentile, so that the raw score for the 1st

and 25th percentilea would be esiltntially equal.

,11;
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be at least 1/3 population standard deviation*. Kaskowitz and Norwood

(1977) have pointed out the need for improving on this arbitrary criterion

before extending its use to other evaluations, implying that it will

be extended whetber it is refined or not. Horst (1977) has investigated

the relationship of gains of 1/3 standard deviation in a school year to

typical amounts learned in a year. He fOund that to gain 1/3 standard

-deviation a student who is one standard deviation below the mean in an

early grade must learn twice as much as would otherwise be expected and

a student in an upper grade must learn three or four times what is

normally learned in a year.

Of the four types of absolute comparison, there is little difference,

in data collection cost: the only variation is that pretreatment perfor-

mance levels must be obtained for the third and fourth methods in order

to calculate gains at the time of posttreatment testing.

Costs for development and for credibility are interchangeable. With

a minimal effort, experts could be brought together to draw up a tentative

list of skills to be achieved at each grade level, for example, but

selecting a single set of skills and gaining universal acceptance for it

*The population standard deviation is an estimate of hoW car one expects

particular scores to be from the population mean on the :rage. For a

normally distributed score, about 68% of the scores are within one

standard deviation on either side of the mean, and about 28% more are

between one and two standard deviations from the mean, as shown in Figure

3. A gain of 1/3 standard deviation for an individual at the 16th

percentile, for example, would move that person to the 26th percentile.

Frequency
of Scores

-2 -1 0 1 2

Standard Deviations from the Mean

Figure 3. Normal distribution of scores

4 "
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is a mind-boggling task. We will consider here the developmental costs

in some detail for the first method because it is potentially the most

far-reaching, and the costs for the other methods involve primarily subsets

of the cost components for the first method.

First, a method for deriving minimum proficiency levels at each

trade level must be agreed upon. Two alternatives present themselves.

The First involves working backwards from minimum proficiency levels that

AMA to be obtained by the end of 12 years of schooling. Oregon, California,

Michigan, and a few other states are beginning to implement a policy Of

minimum proficiency testing for high school graduation, with each local

school district developing local minimum standards. Spady (1977) has

suggested that this willIbe a widespread practice in the near future.

There is a significant problem in "working backwards" from exit-level

requirements to requirements for each grade level, in that there are many

alternative paths to the learning of bast. skills. While there has been%

a great deal of research on the hierarchy of skills involved in reading

(Williams.,,, 1973), and the National Institute of Education has focused
n

a large research effore'on the process of learning to Toad, there has

been no attempt to translate the results into a set of alternative paths

toward minimum proficiency.

The second approach-to establishing minimum levels at each grade is

theoretically less ambitious and more appropriate to the basic assumption

of Title I that compensatory education can bring students back into the

mainstream where they can benefit from regular school instruction. This

approach is to establish the skills necessary fat benefiting -from. each

particular classroom's regular instruction and set the goals of the

previous grade's compensatory instruction to bring as many students as

possible ap to that level. This could be facilitated by curriculum

developers' specifications of skills needed for their published materials.

Of course, the cost of. generating such specifications (correctly) would

be quite significant, and whether that cost should be reflected in higher

costs for textbooks or treated as a governmental responsibility is not

clear.
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Of these two approaches, the former has the advantage that it treats

the schooling process as a single system that produces skills in students

leaving the system sufficient for coping with life's problems. The latter

has the advantage of more easily fitting into the existing education

framework in each school district, but it requires that teachers in

successive grades get together to set up objectives for compensatory

education, and it ignores the needs of children who frequently switch
,

schools. On the dimension of evaluation credibility as a tool for

prograft development; the audience must be specified to decide between these .

approaches: for the local district, the second approach is mote beneficial

in that it facilitates incremental improvements within the existing

framework. At the national level, where the concern is for preparation

of the adult citizenry of the next genetation,the results of the first

approach are more meaningful. To arrive at a choice between these methods

clearly requires additional work. 4

Turning now to the second type of,absolute comparison (using a

national average), theoretical problems of defining what skills are

really necessary are.replaced by the empirical problem of determining the

percentages of children at each grade level possessing various cognitive

skills and, by the systemic problem of determining hwo close to "equality"

of achievement to aim for. Of course, absolute equality of achievement

is an unattainable and indeed undesirable goal in a free pluralistic

society.

4
One answer to the question of "how equal" the program should aim

students is to use data (for example, from the National Assesiment of

Educational Progress) to estimate the percentage of young adults nation-
,

wide who do not possess minimum proficiency levels agreed upon by experts

and, after correcting for various statistical artifacts such as varying

rates of early dropping out of school, set that percentage as the goal

for compensatory education. For example, if it is determined that 15%

of the young adult population, is mathematically incbmpetent upon high

school graduation, this means that 85% are judged at least minimally

competent (i.e., to requiring federal intervention). RoUghly, this

implies that if the performance of all students at each grade level is

19 C
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maintained at levels within what is the top 85% (above the 15th percentile)

of the existing population, all students graduating from the system in

the future will be mathematically competent (by'standards of the 1960s

and 1970s)*.

Contrasting the first twoypes of absolute comparison, one arrives-

at the conclusion that the decision between these two methods for

evaluation depends on the answers to crucial systemic questions about

the role of Title I in society: is it to ensure a certain minimum skill

level or to ensure a certain approximation to equality of achievement?

The third and fourth types of absolute comparison both differ from

o

the first two types only by taking into account the students' levels of

performance at the beginning of participation in a Title I program. We

can, therefore, discuss them as one. The primary advantage of expressing

goals .in terms of gains rather than absolute levels is that failure to

meet the criteria can more easily be attributed to deficiencies in the

program: of two programs evaluated completely in terms of posttests,

one might appear more successful merely because its students were further

advanced at the beginning of the progiim. It would be wrong to select

programs on that basis. The main drawback of using gains as the criterion

is that they do not relate directly to practical criteria, such as

possession of particular skills after 12 years of school, possession of

skills necessary for regular instruction in the next grade, or perfor-

mance at a specified level relative to the population. If a student is

sufficiently far behind upon entry, then even extraordinary gains may

leave him/her below desired posttreatment levels. One way in which

criteria could encompass both concepts (usidg gains and relating to ,

absolute posttieatment levels) is to specify that gains should be enough

to close the gap between pretreatment levels and desired levels by a

*The reader should not fall into the trap of worrying that there will

elways be a bottom 15%. Of course there will; however, the goal would

be for their skills to be above what is now the 15th percentile. As

society changes in the 1980s and 1990s that criterion could be

expected to change.

5 0
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significant fraction, such as halfway, if the student has more than a

particular specified deficit on entry. A more thorough solution would be

to perform both types of absolute comparison (i.e., with and without

correction for pretreatment performance levels). The implications for

policy are shown in Table 3; they are analogous to the differential

implications from absolute and relative comparisons shown in Table 2.

Summary. The problem of what to compare Title I treatments to is

complex and involves careful analysis of the program's basic assumptions.

Wehavo considered sever.classes of alternatives: :relative comparison

using randomized assignment, nonrandom comparison groups, and national

norms as standards, and absolute comparisons involving either posttreatment

levels orIains and either prima facie skill requirement specification or

ecification in terms of the skill level in the society. We have not

con idered any number of other dimensions that should be in a more

thciro gh treatment of this subject: Are comparisons with, say, Great

Brice relevant? Are comparisons with the society's costs of dealing

with fun tionally,illiterate adults relevant? Are comparisons with state

compensato education programs relevant? One can certainly imagine

rationales for important decisions that would depend, at least-y,

on the answers to these questions.

Although it is impossible to rule out as inappropriate any of the

seven categories of comparison discussed, it. appears that much of the

lack of direct impact of evaluations on program operation (Cohen & Garet,

1975) may be due to complete focus on relative comparisons, which merely

test whether a program is better than what was bRing done previously,

rather than absolute comparisons of whether the program is achieving

specific educational goals. The change of focus toward absolute evaluations

is needed and shows signs of occurring in the near future.
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Table 3

! y

Comparison of Posttreattent Levels

Positive Results Negative Results

.

Comparison
of Gains

Positive
Results"

Conclusion: Conclusion: .

Program operation
satisfactory.

-.

,

Greaterprogram effort
needed; or 'gain criter-
Ion needs revision; -or
posttreatment compari
sons should await
another year's gains

Negative
Results

Conclusion: Conclusion:

Program effort not
dealing with a clear

need.

Program needs redirec-
tion, new methods.
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Issue 2. Is Longitudinal evaluation necessary?

A longitudinal design is one which requir ollection of data

from the same source two or more times over a period of time. In order
.

to determine whether a longitudinal design is necessary for Title I

eyaluation, it is necessary to examine the information needs guiding the

tvaluatOn to determine whether the? warrant the expenditure of effort

required for longitudinal data collection. The first question is whether

temporaIvreXationaliipformation is necessary. If it is, the next

questioti,is.:whettier /less problCmatic designs, retrospective data collection

orcross-iectional designs, would provide sufficlenily valid information.

The'inargues4011-1s, if tempo 1 relational inf ormation is required,
. 44

ay.. over Flow g a.perlbdof time m st the data be collected.

The answer to the first question is that for evaluation of impact on

children's school achievement, although not so clearly for gathering

information on compensatory education processes, temporal relational

information is, likely to be necessary. As long as the impact is measured

in terms of gains, starting froth disadvantage, there must be some version

of a "before" and "after" mea e. If the framework of comrarison were

to be oriented to the comparison of posttreatment levels with a standard,

irrespective of pretreatment differences, temporal relational information

would not be so *Mportant; however, that would require a substantial break.

from the current evaluation tradition.

The temporal. relational information normally required has three

components: (l)41measure of a child's achievement level prior 'to the

Title I treatment, (2) a measure of the child's participation in the

,treatment, and-(3) a measure of the child's achievement level following

the treatment. _The second question we posed for deciding on longitudinal

designs was whether the information could be gathered by easier methods.

The easiest woad be $trospective data collection, use of a respondent's

memory to construct tempor4 relation al information; however, that is

not feasible for the assestment of pretreatment achievement levels.' As

survey methodologists have frequently pointed out, the reconstruction of

previous subjective variables has little veldity, and retrospective

) 3
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questions should he limited to questions concerning actual, objectie

events, Such as switching of schools, participation in special classes,

411101 me on. This lack of validity of retrospective subjective reports

s

applies also to the reports of teachers that (although the test dcores

may not show it) the children in their classes improved "significantly"

duringkpartitipation ilea program (e.g., Stearns, 1977). Although

teachers may be quite sincere in these reportsthere is a great likelihood

that they may be based on the teachers' unconscious selective perception

of behayiorst1.4t matched their expectations or desires.

1 .

*.The second alternstive.is a cross-sectional design. Rather than

v.ollecting'pretreatment and posttreatment sdores on the same students,

it might suffice to collect them on different students. The reasons for

.
,

.

doing this might be (a)r to circumvent the methodological problem with

pretest-treatment-posttest designs that the pretest may itself affect

the way i which the treatment is perceived and assimilated y students,

or (b) t .shorten'the time needed to study a longLterm treatment (e.g.,

one mou estimate 4-year gains by measuring 2nd and 6th graders in a

t the same time):
/-

The primary requirement for inferring temporal' relational informa-

tion frotr cross-sectional designs -is that the samples on which the

different measuremedts are made,be equivalent in all relevant respects.

For cross-sectional designs aimed at the first of thd two problems (04fts

1

from the pretest), this can be accomplished by randomly' assigning,

students to either a pretest-treatment'or a treatment-posttest condition

or,'better yet, by randomly pretesting only half of the students, post:

testing all of them, and testing for the existence of a pretest-treatmeht

interaction. There has been'little, if any, use of such a design in

Title I evaluations to avoid pr' -est- treatment interactions, probably

because of other advantages, to be listed below, of true longitudlnal,

designs. One particular problem that has been rarely recognized is that,

in comparing a treatment's gains with'a national test nmmm, the students
4

are normelly taking the test (a parallel form) for the second time at

the posttest whereas the norms were developed 'on students taking it for

the first time. This is one of foe many problems in using test norms

for program evaluation to be discussed under Issue 6.
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I

The more practical reason for rising cross-sectional deSigus is to

shorten the data collection period. While there is po0 problem in

comaissiotiing evaluations that measur pretreatment achievement levels in

the fall a51 posttreatment acW,e4ement levels in 'the' following spring, it

is much more costly, in many ways, to measure pre-to-post gains over a

period of several years to test rationales based an long-term effects of

compansatory education.

The primary issue of howloi.g r a Title I treatment one should

measure the effects of that treatment has proven to be an important

issue, bet-4_45e of reported results (e.g., Thomas and Pelavin, 1976;

Pelavin and David, 1977) that stude.ts show good progress when measured

from a pretest in the fall to the posttest in the spring of the same

veer, but looking over the longer trend, the st4dents who are Title I

participen:s tend to fall further and further behind with each grade. For

this reason, the question of-whether there are long-term, sustained effects

of Title I is no.. answered by evaluations of short-term gains. The evalu-

ation of these effects is the goal of the current evaluation of the

sustaining effects of coapenssatory education being carried for USOE by

System Development Corporation.

The stion of whether Title I ,zhould be evaluated in terms of

achievement gains with a the school year or over . longer period depends

on fundamental systemic questions about the aims of Title I. These aims

sre not to provide a separate school track for the educationally disad-

vantaged, in\which each grade teaches'oce set of materials to'compensatory

students and another to noncompensatory students, but to teach the skills

necessary to bring children up to the level of competence necessary to

benefit from noncompensatory instruction. The consequences of this

view of the purpose of Title I are substantial. For exsmple, it leads

to the allocation of funds to the early grades, to ensure that children

who start out with a home life that does not provide them ,7ith the

prerecisites for handling schoolwork successfully will be brought up to

a level at which they can cope with their school tasks as soon as possible.

The alternativr 1.-.r is that the students who are in Title I wil" need a

continuing spec eo_ation program because of thel': lower tapacities



48

for learning (for whatever reason), in which case the expectation is

that at the end of the first year of a treatment they will have "'earned

more than if they had not had that treatment, but that neverthele-

they will-need to continue the treatment in succeeding years. In this

view, the role of the Title I treatment is not to give them some basic

skill that al' is them to catch ,tp, but rather to provide a different, more

indivic..ually adaptive and possibly more expensive curriculum by which they

can learn what is needed to be learned at each grade.

At the very least, there must be measurement from one year to the

next, because of the various problems stemming from the administering of

pretests in the fall and posttests in the spring. There are apparently

differential losses of skills over ti-1 summer, and it is quite possible

that students who learn well during the school year in the Title I

program may in fact lose a lot of what they have learned over the summer

and come into the next grade further behind their peers than they were

at the beginning of the previous grade.

Evidence to support the need for valid, long-term, temporal relational

information, has come from studies of the long-term effect of Follow

Through participants in New Haven, Connecticut (Abelson, Zigler, and DePlasi,

1974; Seitz, Apfel, and Efron, 1977). In that set of studies, which

involved testing children several times starting in kindergarten and

continuing through, the eighth grade (as of 1977), continued differences

betean Follow Through'and non-Follow Through participants four years after

completing the program were shown. Although-the samples were quite small

and the results not truly dramatic in that study, the use of a longitudinal

design did rr alt in demonstration of long-term gains that have not been

found in cross-sectional comparisons.

The decision between cross-sectional and true longitudinal

is complex. Although'we can list various advantages and disadvantages

of each, the choice in any particular situation will depend on the

values assigned to the various advantages at that time.

The primary problem for cross -sectional comparison designs is

establishing the equivalence of different cohorts. Among the facturs that

operate to produce nonequivalence are the zollowing:
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1. mobility of students: a significant number of students change

schools during the primary grades, and that movement is not random;

than, the sixth graders in a school are not likely to be 'exactly

the same as second graders in that s:hool will become in four years;

2. curriculumivariations: the curriculum in a school and fae teachers

employeu Who teach the children of the two cohorts will vary; and

3. population trends: a general population trend in achievement

scores will confound results.

Another type of problem for cross-sectional designs is that they cannot

make use of relations in individual data, but mutt re 311 group means. This

means, for one thing, that no information relating vk.....ation in personal

traits and experiences to variation in long -term gains can be extracted with-

out a true longitudinal design. It also reduces the reliability of the

reF-1ltst the random variation of gains across individuals is substantially

smaller than the variation of differences becween randomly paired pretest

and posttest scores that could be constructed from a cross-sectional compar-

ison.*

A discussion of the use of longitudinal evaluation in educational eval-

uation has been provided by Ryan (1974). One comparison of results obtained

from longitudinal and cross-sectional evaluatio.s of the same educational

program (Dyer, Linn, & Patton, 1969) found significant biases in the cross-

sectional evaluation methods.

Longitudinal designs take a long time to carry out, however. A compro-

mise option of overlapping panels of longitudinal cohorts is, on the other

hand, possibly an acceptable alternative tp straight longitudinal designs.

As a hypoeac.cical example, over a three-year period three cohorts might be

followed: those who in the first year were in grades 2, 3, and 4. In the

third year, they would be in grades 4, 5, and 6. Whether this design turns

*The variance of the (longitudinal) gain measure, assuming equal variances

(o
x
2) on the pretest and posttest, is 2a

x
2(1-r2), where r, the correlation

between an individual's pretest and posttest score, is likely to be at

least .5. The variance of the differences between pretest and posttest

scores in a cross-sectional design is 2c1x2 (i.e:, r 0) and therefore

is substantially higher.
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out in fact to be adequate for the particular information need is an empir-

ical question. If on the overlapping p-Ilriods of such a design there are

similar relations among different cohorts (e.g., grades 3 and 4 for the

original second and third grades), then it is an adequate design; however,

if during the overlapping period there are different relationships, it will

be difficult to extrapolate from these overlapping periods to provide tem-

poral relational information between grades 2 and 6. It may, in fact, take

up to ten years to perform the correct, valia evaluation o: Title I. Keep-

ing this in mind, any contracts for collection of data should be carried

out with the assumption that they might be the initial phase of some longi-

tudinal evaluation that would be completed by some other contract in later

years. Thus, for example, identities cf particular students should be

recorded, although carefully guarded from unintended uses, and periodic

efforts to follow the movement of students among schools should be under-

taken. This would allow the evaluation of a program at the later years to

be done in a reasonable time frame for practical policy - making.

In Addition to the problem that they take too long for many decision-

making purposes, longitudinal studies also incur the costs of correcting

for attrition of various types of,participants in the evaluation. First,

students may not be available for all testing sessions, and omitting them

may seriously affect the findings. Trismen et al. (1975) found, for example,

that even within a single school year approximately 10% of the students had

either pretest-only data or posttest-only data. The students who had missed,

one or the other test were not a random sample, for they tended to core

lower than the students producing complete data. A method for dealing with

this attrition, nonrespondent sampling, will be discussed under Issue 3.

A second type of attrition is among teachers, administrators, and even

projects being evaluated. If an evaluation measures performance of a set of

traetments over several years, it must "correct for" the fact that the treat-

ment will inevitably change over years. A third type of attrition is of

evaluation project staff. To ensure that the project will not be subject

to breakdowns if individuals change jobs and are replaced, careful records

of events and procedures (such as telephone conversations) must be kept

that would not be necessary for a project of shorl- duration in which staff

attrition would be unlikely.
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Summary. Although it is impossible to give a single answer to the

topical question of this issue ("is longitudinal evaluation necessary?"),

it is possible to make several recommendations based on the experiences of

previous educational evaluations.

\ 1. Individual achievement gains should be measured for intervals of

whole years to avoid distorting effects of time-of-year (e.g.,

differential amounts of experience with the teacher giving the

test).

2. Conclusions about pretest-posttest gains should not be based on

comparison with published norms, because the latter were obtained

on children who took the test only once.

3. Teachers' retrospective judgments of children's gains should be

ignored. That does not mean that teachers' observations recorded

throughout an evaluation period need be ignored.

4. Longitudinal studies of long duration, making use of overlapping

cohorts where possible, are necessary for the ultimate impact

uation of Title I. Such studies are relatively quite expensive,

but whenever the infotmation they provide is needed in valid form,

avoiding them is short-sighted.

5. Any evaluations undertaken without funding for'long-term longitud-

inal data collection should nevertheless take fairly inexpensive

steps to ensure that the data base acquired can later be used as

the first stage in a longitudinal study.
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Sampling

Introduction

Gathering information to test decision rationales is costly, and program

Q managers and evaluators should weigh the cost-effectiveness of different

. informction gathering plans much as they would weigh the cost-effectiveness of

different program strategies. A crucial step that determines the cost and

effectiVtness of evaldation is sampling. Sampling refers to the process of

selecting a few units from which to gather information (e.g., schools,

classrooms, or children) from a large population. There are many variations of

Mamplingi AO the choice among them must be cognizant of both the cost compon-

(ants of data collection and the nature of the information needs to be satisfied

in order to-provide maximally effective use of evaluation resources.

The need for sampling in the evaluation of Title I is apparent when one

realizes that information is needed on school districts, schools. and school

children in order to formulate policy alternati!es. There are over 17,000 school

districts in the country, approximately 90,000 schools, and over 40,000,000

school children, of whom over 402 attend schools receiving Title I assistance.

There are two categories of sampling: formal and informal. Formal sampling

refers to the process of defining a population (e.g., all second graders in

Title I assisted schools) and then prescribing a "sampling rule" that determines

'which units in the population will be observed. That rule normally contains a

"random" process, but may be "systematic". Informal sampling refers to the

Selection of units to be observed without clear specification of the population

and the sampling rule. The advantage of formal sampling is that it provides a

basis for evaluating how precisely the information gathered on a sample reflects a

population. Although it is customary for policy decisions to be made on the basis

of information from informal samples, any support for a rationale based on an,

informal sample is subject to the criticism that the information gatherer may

have deliberately selected units to prove his/her point; such an argument is much

weaker when a formal sampling procedure has been specified. An informal sample

is sufficient only when generalization to a populatidh is unnecessary; for

example, a search for effective projects may appropriately be informal if the

objective is merely to find a few, but must be formal if a conclusion is desired

concerning the frequency of effective oroject's in a population.

t4)



54

A formal sampling procedure will yield a probability sample that is repre-

sentative of a population if the relative frequency (probability) of each unit

being selected is known and greater than zero. Among probability sampling pethods,

there. are numerous variations diet aim to use, information kr_own about the .

population in order to reduce the cost of obtaining information. The basic

method'is simple random sampling with replacement. In order to select such a

sample, one needs a numbered list of the units in the population and a way of

generating a list of (pseudo-)random numbers (e.g., a table in a statistical

textbook). Each successive unit is selected for observation if its number

appears on the list of random numbers. The statistical computations are

- * simplest for this method of sampling. The first variant is sampling without

replacement, in whil'h if a particular random number occurs more than once on

the list, the corresponding unit is nevertheless only selected once. Becaude

collecting repeated information on the same unit'causes interpretive difficulties,

this variant is nearly universally used, although in practice if the sample is

less than 5% of the population; the two methods should produce essentially the

same conclusions.
A

1

There are four more subscintive categories of variation in probability

sampling: stratification, clustering, multiataging, and proportional sampling.

We shall only describe them briefly here; the reader who wishes further infor-

., nation can consult z textbook on sampling (e.g., Hansen, Hurwitz, and Madow, 1953;

Cochran, 1963; Raj, 1968). Stratification refers to the use of knowledge about

some factor on which the unfits in the population vary ke.g., region of the country)

in order to ensure that exactly the right number of units is selected from each

"stratum," or level of the factor. Stratification can serve two purposes: (1)

to Acrease the precision of information gathered by eliminating a portion of

the random error, and (2) to allow More frequent sampli4 from some strata than

others in such a way that mathematical corrections maintain the representative-

ness of the sample. Clustering refers to the sampling of some superordinate

units in order to select units to observe. For example, all the major evaluative

studies of Title I that have reached conclusions concerning children participating

in compensatory education have first selected school districts (USOE, 1970;

Glass, 1970;,NCES, 1975, 1976; GAO, 1975) or schools (Trismen et al., 1975), and

then observed only the children in those selected clusters. If within selected

clusters, only a sample of the unite of interest is to be observed, then the

sampling procedure is called multistage. The purpose of clustering and multi-

stage sampling is to reduce the cost of Collectin- data; for example, test

6 1
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administration costs'are more closely related to the number of testing sessions

required then to the number of children tested in each session, and children in

a single classroom can all be tested in a single session. The fourth major

variatimd in probability sampling is cluster sampling with probability

proportional to "size." In this variation, the probability of a particular

auperordinate unWs being selected is proportional to the number of units of

, interest it contains. For example, selection of school districts might be

undertaken based on the average daily membership of the districts, so that a

district serving 20,000 stIdentswould have 50 times the probability of being

selected as ,a district serving 400 students. The purpose of sampling with

probability proportional to "size" is to Tyimize the precision of information

on the population of interest (e.g., students) while minimizing the number of

Clusters that must be contacted in collecting the data.

All of these variants improve the efficiency of information gathering over

the basic method of simple random sampling. The costs associated with them are

(1) that they require some 2urther information about the structure of the

population to be sampled; and (2) that the interpretation.of the data from more

complex combinations of the variants is maze complex, in some cases beyond the

limits of current statistical sophistication.

The first issue to be discussed in this section concerns (1) the ,relation

of information needs to the need for a probability sample and (2) the threats to

representativeness that must be dealt with. .

The second of the two issue discussed in this section concerns the,

relationship of cost of data collection to sample size and the relationship of

sample size to the precision of the information produced.

1;2

I
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Issue 3. When is representative sampZing important?

The need to generalize results from a sample to a population depends on

the decision rationale beim, tested. There are at least three distinctly

different types of information need that require lifferent levels of represent:

ativeness: (a) the need to know the average value or frequency of an event

in a populationqe.g., the average class size of Title I assisted classrooms);

(b) the need to know whether two or more variables are related to each other -

(possibly casually) (e.g., in instructional method and amount of student progress);

and (c) the need for some examples of a type of event (e.g., a suc-essful

project). In, discussing thin issue, we shall consider both the levels of

representativeness needed for each type of information and the two major

threats to representativeness that 'Unit be dealt with: misinterpretation based

on confusion_of units of analysis and misinterpretation based on lack of usable

data provided by some of the selected unite (i.g., nonresponse bias).

.

For the first type of information need, estimates of parameters of

program operition, strict quanti'.ative representativeness is a necessity.

For that reason, the results of the TEMP

1
study (Mosbaek, 1968), the

15aggregations of annual state reports o Title I (Wargo et al., 1972; Gamel et al.,

1975; Thomas and Pelavin, 1976), and the GAO study (1975) cannot be accepted

as quantitatively accurate pictures of national program operation. The USOE
t

surveys (00E, 1970; Glass, 1970), and the NCES surveys (1975, 1976), on the other

hand, do provide quantitatively accurate generalizations to the national

population, insofar as. the information gathered from the samples was accurate.

Turning to the second type of information need, whenever the conclusions

tock be reached concern the existence of Ations that should appear within any

given project, such as between methods and impact, it is not essential that

the pruject(s) observed be quantitatively representative of a population.

The conclusions -would be questioned,however, if the projects selected were

especially unusual 611 some dimension; therefore, some effort is worthwhile to

select a project or projects that are reasonably representative of a population

to which one wishes to generalize. Obvious examples are experimental demon-

strations tha' are selected for the particular processes to be investigated;

the implied goal of such studies is to determine better methods for compensa-

tory education that can be used by the school system at large. As part of the

Compensatory Reading Study, a sample of schools that were either especially

a
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effective or especially ineffective and that varied.across clusters\of,methods

used was selected for in -depth observation. From thatinvestigation,,the

researchers were able to identify attributes characteristic cf effective'.

schools. While the results cannot be guarai,teed to generdlize to all school

districts, they serve a useful purpose'in the incremental increast Ofour

general understanding of how to design compensatory education projects. Other

research studies, such as M. McLaughlin's (1971) and those cited by Gordon and

Koutrelakos (1971), provide quite interesting recommendations for improving

coepeusatory education, and although there are-grounds for questioning the

validity of their results from a design perspective, the lack of a representa-

tive national sample is not one of these grounds.

As an example of a hypothetical case in which achievingclantitative

representativeness could actually distort the results of a relational study,

consider the data in Table 4. If two Arctors, A and B, ar: correlated in the

Table 4

Hypothetical Example of a Distortion

Produced by Quantitative Representativeness

Factor A
Low High Total

X N' N

Low 10 160 20 40 12

High 10 40 20 160 18

population, then reflecting that correlation in the sample, as shown by the

columns labeled "N" in the table,could,result in a spurious conclusion, in

thib case that Factor B was,a predictor of scores (X). Examination of Table 4'

shows t Factor B is not truly directly predictive,of scores; only through

its 14 )ciation with Factor A is it correlated with scores. Although data

collet according t, representative sampling rules can be treated statisti-

cally to produce u-.1storted results concerning relations, that treatment can

be quite comply. Data collected according ,o nonrepresentative but orthogonal

(uncorrelated) sampling rules are easier to interpret.

.(;4



The third type of study, popular in the federal educational administration

because of its potential for producing large benefits, is the search for

successful, exemplary projects that can be packaged and disseminated.

Representative sampling is not needed to satisfy this type of information need.

It is much more efficient to use any informal sampling methods available,

such as consulting prograr experts, in orders to focus observation on-the

successful projects. This type of study has had a recurreneproblem, however,

that may be due either to problems with the method of identifying outstanding

projects or the problem of capitalizing on chance occurrences: later

evaluations have in'maay cases not clearly the success of the

prdjects identified earlier as exemplary (Wargo et al., 1971; Stearns, 1977).

To summarize the needs for representativeness, the method of selecting a

sample for an evaluation study is dependent upon the objectives. Studies

aiming to identify relations among imcesses and outcomes should avoid random,

repiOentative Sampling in favor of sampling for significant variation in

processes and outcomes. Studies aiming to assess parameters of program

operation statewide or nationwide, on the other hand, must obtain representa-

tive samples in order to provide accurate, unbiased information. For example,

we would not require a study that found individualized instruction to produce

reading gains to have a nationally representative sample, but we would require

representativeness of a study that reported. that blacks tended to receive

compensatory instruction relatively more frequently than whites. In general,

this issue is not as controversial as some others, primarily because the

methodological problems..have apparently been at least approximately solved.

Turning now to the threats to representativeness, the first threat

(misinterpretation based on confusion of units of analysis) is a semantic

problem that merely requires sophistication on the part of the evaluator to

avoid` erroneous statements of conclusions. The second threat (misnterpreta-

tion based on nonresponse bias) is,a substantive problem requiring careful

attention in the planning and execution of data collection as well as careful

interpretatiamof'data.

The problem of confusion of units of analysis arises when one uses

clustering or lultistage sampling. The simplest way of avoiding confusion-is

to state results in terms of an "observational" unit that is equivalent toathe

clustering unit. Observational units are units that are referred to in state-

ments summarizing the results of the evaluation. Thus, a statement in the

5
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conclusion of an evaluation report might be either "compensatory education

projects inthe sample tended to vary greatly in ..." or "compensatory

education students in the sample tended to vary,greatly in ..." Each state-

ment presumed a particular type of observational unit. Sampling units, as

"opposed to observational units, are the units,whose relationship to a popula-

tiosiof interest is known. It is important to establish the observational

unit that is,:_rucial for the information needed and thdn to select sampling

units \so that statements can be validly made in terms of thos observational

units.\ The possible observational and sampling units for Title I include:

1.' students,

2. teachers,

3. 'groups of students receiving a particular service,

'4. classrooms,

5. schools,

6. school districts., and

7. states.

Is it reasonable to sample schools within a state and make statements

about Students? The answer is generally "yes." However, when the schools

4
do not exactly represent the proportions of students lathe population for

which generalizations are to be made, then the mean_scores for the schools

must be weighted 112ferentially during aggregation.

Basically, if the observational unit is to be students, then to produce

stable, unbiased estimates for the population of students based on a sample

of schools -(and testing of-a specified set of students in each school), it is

moat efficient to select schools in such a way that the likelihood of each

school being selected is proportional to the nimber of. students in the school.

A problem that can arise if one is not careful i sing differing obser-

vational and sampling units (e.g., students and schoo ) is in making observa-

tional statements that in fact depend on the way in which observational units

are distributed within sampling units'. Such an error occurred in the Compensatory

Reading Study (Trismen et al., 1975). The authors noted (p. ,75) that minority

disadvantaged students tended to receive compensatory instruction in separate

classrooms, while white disadvantaged students tended to receive it in
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"it seems that such student assignments are being made at least in part on the .

basis of ethnicity ' overlooks the structure of their sampling. In fact, it

is equally plausi le that these effects were between schools and that schools

with especially large minority enrollments were also those that, for other

reasons, had chosen tp use separate rather than combined classes for

compensatory reading instruction: This possibility would have been easily

testable had the analyses taken into account the difference between the

sampling method (by schools) and the units about which the statement was

intended to be made (students).

To summarize, clustering or multistage sampling requires some care in

interpretation of data that is not necessary in studies employing simple oi

stratified random sampling. Otherwise, conclusions can be reached and

rationales supported that are in error.

The other threat to representativeness is nonresponse. This important

aspect of'sampling, which occur6 in practice but is not usually covered in

elementary statistical texts, is the Problem posed by sampled units that do

not choose to participate. For example,-in the Compensatory Reading Study,

731 school districts were carefully selected (in Phase I) as candidates for

the sample, but then only'-the first 222 who rOmpehded tWat they were ready to

be involved in the study were actually included (in Phase II). Another way

in which nonresponse bias can occur is through the reporting of invalid or

unusable data. The summaries of annual state rtlbrts (Wargo et al., 1972;

Gamel et al., 1975; Thomas and Ppvin, 1976) have suffered from the fact

that'although'reports were available for the large majority of states, most

of the reports did not provide the quantitative information needed to produce

a national summary, especially of achievement gains from Title I. That

nonresponse bias can be important for some variables and not others was shown

in the national Title I surveys of 1967-68 and 1968-69. In these surveys;

although response was good for questions of participation and service delivery,

it was completely inadequate for questions of impact on achievement -- only

6% or 7% of the districts provided adequate achievement results.

This kind of sampling problem, nonresponse bias, is difficult but not

impossible to handle. The first step is to compare what data are available

from the nonresponding units to corresponding data on responding units to
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test whether responding and nonresponding units are really from different

populations; If no difference is found on a variety of characteristics

related to the variables of interest, nonresponse may not contribute a great

deal of bias to the study's results. Also, if nonre4onse is limited to feinr

than'10% of the sampled units, as a rule of thumb, then the bias.introduced is

likely to be unimportant.

Some differences between units that do and do not respond are very likely

to be observed, and a nonresponse rate ;If greater than 10% is frequent. There

are two solutions is this case. (1) If on various stratifications of the sample

there are at least some units in each cell who respond, then the results from

the units that respond can be weighted accordingly to stand for both themselves

and the units that did not. For example, if in stratum A of a sample of schools,

4 of 10 ichools.participate, and in stratum B, 8 of 10 participate, each score

-in stratum A should be weighted by twice as much (the ratio of 8/10 to 4/10) as

the scores for schools in stratum B. (2) One can choose a small sample of the

'nonparticipants and by'intense efforts gain their participation. From these

Comparisons, estimates of nonresponse bias-can be obtained. Such non-

respondent sampling and followrup is, crucial to the validity of any estimates

of population statistics when fewer than 75% of the sampled units agree to

participate and do in fact produce usable data.

Nonresponse bias is especially a problem for longitudinal studies. When

gains are measured from pretest to posttest, the mobility of children between

schdols car, Substantially affect the conclusions reached -- if children who

leave a particular sampled school tend to learn mere slowly than those who remain,

apparent gains will be greater than if all the children were tested at both

times. It it clear that ih order to provide meaningful analyses of pretest

to posttest gains, the same students must be included in both pretest and

posttest samples. This means, based on the examination of nonresponse bias

in the Compensatory Reading Study (Trismen et al., 1975), that the children

included in such analyses will tend to be substantially less educationally

disad antaged than the totality of children participating in compensatory

educa limn. In the Compensatory Reading Study, the choice was made to analyze

gains for instructional group means that included all children who took either

the pretest or posttest. Although. that choice ensured that the most disadvantaged

children were included in.the analysis, the meaningfulness of "gains" computed
,

between pretest and posttest groups containing different children is highly
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questionable: any gains would be confounded by mobility effects.* The my

apparent solution to the mobility problem is to analyze the data according

,to a more sophisticated model that treats student mobility and ocher causes

of nonresponse as components of the system andevalutres them as well as

achievement gains of students who take both pretests and posttests. This

would require tracking down and posttesting at 1 ..st a small representative

sample of pretested students who are not present for the posttest.

There are two general recommendations that follow from the points made

in the discussion of this issue From these, many specific recommendations

for procedures can be-derived. a

.1. Sampling plans for evaluation should be carefully related to

the information needs to be satisfied. Nationally representa-

tive samples are necessary only when quantitative estimates of

program operating characteristics are needed, and they may

impede the gathering of certain other types of information.

2. Plans for the analysis of data should be carefully examined

prior to sampling for their implications on sampling, procedures,

andvice versa, so that the / -,blemm associated with use of

different obseLvational ana sampling units and with nonresponse

bias can be foresoen and dealt with in the context of a single

comprehensive system model. Only then can the data collected

by comfortably accepted as representative of prograri operation.

This recommendation goes beyond sampling _ad will be elaborated

in the discussion of measurement and analysis issues.

* The use of i:3,ructional group means in the Compensatory Reading Study aleo

suff'.red from the fact that the few children who were in compensatory clasees in

the-fall and regular reading classes in the spring (presumably because they

improved significantly) would have their pretests counted in the compensatory

group means and their posttests counted in the regular group means.

f; 9
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Teaua 4. flow large a sample is necessary?

The choice of sample size for federal social program ,ralvtions is

largely' arbitrary. One can obtain useful information from obsei/ing one,

schuol or ten thousand. Although a quantitative methodology exists for

determining the sample size needed for an emaluation as a function of the

precision of the information needed, the need for (and, therefore, value of)

precision is nearly impossible to quantify. For example, for most policy -

making, it is immaterial whether finding that an event occurs 30% of the time in

a sample means that 19 times (samples) out of 20 the population percentage

would be between 25% and 35% or between 20% and 40%. Yet the sample size would

have to be roughly four times as large in the former case as in the latter.

In the case of compensatory education evaluations involving achievement

gains, a plausible criterion for information precision has been suggested:

that otserving a gain which is "educationally significant a sample should

alloOpoae to infer thRt at least 19 times out of 20 that gain wo d not be

purely by chance. This criterion depends, of course, on an aecepta le

definition of educational significance. Bribi discussion of the use of this

criterion to determine sample size and of the relationship between sample size

and information gathering costs is as far as the present consideration of

sample size will extend4 Readers who wish further information are urged to

consult a text on survey sampling (e.g., Raj, 1968).

To determine sample size, we need to consider not only the total sample

but also the size of the groups that we want to compare. As the evaluators

of Head Start found out nearly a decade ago, it was not sufficient just to

Obtain a sample of 100 Lead Start programs, because it turned out that the

sample included only 30 full-year programs, as opposed to summer programs.

This did not provide a sufficient data base for statements describing the

effectiveness of the full-year programs. If the design of the program evalu-

ation calls for sampling in ten different categories (e.g.,'gra04-6, project

treatment types), the sample size in each of these categories should be

determined so that a stable Ile= can be estimated for that category. 0

Some authors have prOposed that for educational program evaluation a gain

or difference of one-third of a population standard deviation y cozy .iered

educationally significant (e.g., Horst, lallmadge, and Wood, 1975). While

nobody claims that this criterion of educational significance is "correct," the

fact that it has been referred to repeatedly demonstrates the need for some
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such criteriop, and research to establish a criterion is called for. For the

purposes of sample size determination, we can use this criterion in calcula-

tions exemplified'. by the following simple experimental design. Let us assume

that we want one-third of a standard deviation difference between two groups

(a Title I treatment and a control group) to be significant at the .01 level

on a two-tailed test. That is, we want the likelihood of observing that

difference (or larger) by chance alone to be less than one in a hundred. This

leads by simple algebra and an assumption about the randomness of the chance

effects to an estimate of the sample size.

[minimum difference
to be detectable I

[within group sten-
dard deviation

or reordering this equation:

rnecessary
Lfor each group

[
critical value corres-

necessary size ponding to reliability
for each group

* of detection desired, ;

2 from tables of the t

distribution

1 + 2

2

critical 1 [within group

value of t standard deviation

[minimum
to be detectable

The critical value of t corresponding to a .01 significance level is 2.58;

so, if it is necessary to attribute a difference that is K times as large as

the typical random variation of scores within groups, the necessary sample size

is given by:

N = 1 + 13.3/K
2

.

If the minimum detectable difference were to be one third of a population

standard deviation (determined from published test norm LAbles) and the

standard deviation within each cf the two groups being compared were one-half

the population standard deviation (K = 1/3 4-1/2 is 2/3), then the required

sample size would be 31 in the treatment and 31 in the comparison group.

If we were satisfied with a .05 level of significance, the necessary sample

size would be about 20 in each group. Thus, it is usually unreasonable to

expect that a teacher should be able to evaluate the effectiveness of a

compensatory reading program on the basis of his or her students in a single

class, because the class will aot be large enough tc. allow detectioA of some

educationally significant differences betwec- treatment and comparison students.

Moreover, if that teacher can clearly see a gain, it must be quite a bit

in excess of the minimum needed to be evidence of "eduational significance."
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On the other hand, in school districts of moderate size or larger, there

certainly would be enough students to be able to carry out an evaluation of

their compensatory education project using the one-third standard deviation

criterion of educational significance.

We should remind the reader diet the selection of the minimum effect to

be detectable was arbitrary and it was crucial for the calculation. Thus, it

is crucial for the final resolution of the sample size question to determine

the exact form of the comparison to be made. To take a different type of

comparison, suppose we wished to :ompare two different treatment groups on the

percentage of participants acrieving a particular minimum prOficiency level.

If we wished to be able to relialov (at the .05 level) detect any differences

in percentage of 20% or more (e.g., 50% vs. 30% or 90% vs. 70%), an estimate

of the required sample size can be obtained as:

rpercent difference l
Ito be detectable j

['percent difference lx

Lto be detectable j

/ rstandard deviation
[of the difference

]
normal deviate corres-
ponding to .05 level
of significance

2p4.e required of
[each group

1 (.96or N2
z

1

.20/

) 2
48.

Any calculations of sample size are critically dependent on the needed minimum

level of reliably detectable effect. In tradeoffs with other cost dimensions,

evaluation designers should decide with program managers what precision is

needed in terms of the use to which the results are to be put.

There is another aspect of sample size that must be considered. Any eval-
),

uation of a program such as Title I is carried out over a particular geographic

and demographic area. A school district may be interested, for example, in

evaluation of the program within its district, a state within its state, and

the USOE,and Congress may be concerned with evaluation across the whole country.

In each case, it is not sufficient to sample a single unit, such as a school,

even though there may be a sufficiently large number of-students in that school,

because the particular attributes of that school might be quite different from

the attributes of schools across the district, the state, or country; these

dif4erences might lead to quite different conclusions with respect to the

effectiveness of Title I, depending cn which school was chosen. Thus, the

sample must include units chosen to represent the total variabilit: across
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Cost is $A
1

(N1) (L1) (H1) + + $AK (NK) -(LK) (HK)

+ $B
1

(N1) (L1) + + $B
K

(4
K

) (L
K
)
'

+ $C1 (N ) (L 1) + +
1 1 ' 1

$CK N ) (LK - 1)

+ $D3 (H1) + + $DK (NK)

+ $E

N9tation:

The. subscript 1, K refers to different classes of individuals who

must be contacted or tested during data collection, such as students, teachers,

local school administrators, and state administrators.

N refers to the number of each type of individual involved;

L refers to the number of contacts over time with each individual; and

H refers to the depth, or length of each contact.

The costs'are:

$A
i

is the cost per unit time (or depth) of ,...oleeting data from

individuals of type i, once one has contacted the individuals;

$B
i
is the cost of each locating and reaching an individual of type i;

$C
i
is the cost of keeping track of him/her for subsequent data

collection, in a longitudinal design;

$D
i
is the cost of preparing the contact and data gathering procedure

for individuals of type i; that is, the instrumentation cost; and

$E is planning, management, analysis, and reporting cost.

Figure 4. A first approximation to estimation of information-gathering costa

in an evaluation.

r.3
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the population, and the necessary sample size would apply to the number of

schools selected, not the total number of students tested. This implies that

costs are not merely for testing each student, but rather that costs,associated

with setting up observations at each school or district, irrespective of the

number of studenti tested, must be included.

Having established the size needed for a study, the cost of it can

Toughly be estimated using a computation of the form shown in Figure 4.

Clearly that figure is an oversimplification, which can be refined dramatically

for different types of evaluation. Comparison of the cost with an estimate of

the benefits to be gained from the evaluation would provide'a rational method

for d_ iding whether to carry out the evaluation. On the other hand, in the

real world in which the benefits tlou evaluation are nearly impossible to

estimate beforehand, the comparison is usually with a prespecified budget

allocation for evaluatior. In the case in which the estimated cost exceeds

the budget allocation, which is the most frequent situation (at least from

the point of view of proponents of planning and objective, rational

decisionmaking), decisions must be made of which information needs should

remain unfulfilled in the study or what precision should ')E. sacrificed.

In summary, the point of this discussion is first to demonstrate that

there are meOods for determining sample size from knowledge of information

precision needs and information costs, but second, to note that the specifica-

tion of information precision needs is still only vaguely anderstood in

"educational evaluation.
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Measurement

Introduction

Measurement refers to the process of assigning numbers to represent

constructs, objects, or events of interest. The purpose of assigning numbers

is to make it possible to aggregate and compare different events easily (e.g.,

it is easy to compare two test scores, but can be laborious to compare the

unstructured beha7iours of two students in a classroom). There is auxtens--

ive literature on the mathematical foundations of measurement of which an

expert evaluator must be knowledgeable, just as he or she must bf owledgeable

of the mathematics of experimental desikt sampling, and data analysis. The

general purposes of that literature are (1) to develop net: methods for measure-

ment and (2) to establish and delineate the meaningfulness of conclusions

based on measurements. The principle underlying the second purpose is.that

measurement qhould not distort reality; conclusions based on comparisdts of

numbers te_it,c4 from measurement should be the same as the conclusions one

would reach if the constructs, objects, or events being measured were directly

compared without assigning numbers.

The measurement issues to be discussed in this section concern the impact

of compensatory education on eiucational disadvantage. Knowledge of the

intricacies of cost and expenditure measurement are also of importance for

program evaluation; readers who 1,-ish to find out about these intricacies in

the context of compensatory education evaluation should read the cost analysis

report by Dienenann, Flynn, and Al-Salam, (1974). The problems of testing

are the more contrcersial measurement issues related to compensatory education,

however, and will receive major attention here.

Achievement measurement is the central task in the evaluation of compen-

satory education progr. s. At a recent national conference on standardized

achievement testing of disadvantaged students (Wargo and Green, 1977), Wargo

noted that:

A major reason for the increased use of standardized achieve-
ment tests in elementary and secondary education program
evaluation relates to the general thrust of school aid at those

levels. Most federal f.L..ancial support programs for local edu-
cational agencies have as one of the primary objectives, if not
their primary objective, the overcoming of educational
disadvantages suffered ty students from low socioeconomic status
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families or from cultu'ally differer- backgrounds. The

translation of such legislative goals into program objectives

usually means.a focus on improving the basic skills (reading,

writing, and mathematics) of such students. That combination

of legislative Sind programmatic thrust serves as a major

impetus for evaluation specialists to s lect off-the-shelf

standardized achievement tests for determining local, state-

wide, and national education program impe-t. (p. 4)

Also, the U.S. Office of Education's current major efforts to provide technical

assistance to states and local districts in their Title I evaluations centers

around a set of models for collecting and analyzing achievement data.

Deficiencies in the measurement of achievement have shared with defic-

ienc ies in use of control groups (Issue 1) the major focus of controversy

surrounding evaluations of compensatory education. Other measurement issues

in. Title I evaluation do not meet the political stress engendered .by the fact

that certain ethnic groups tend to score lower on achievement tests than others.

Furthermore, because achievement tests are frequently used as mechanisms of

sJ

personnel selction for high-paying jobs and higher education, there is an

implicit threat in the use of- achievement tests in prograRevaluation that the

individual's scores will somehow later be used against him/her.

The consideration of measurement issues is divided into three parts. First,

there is the problem of identifying and selecting which constructs.to measure;

should ona,for example, measure overall progress in "learning to read" cc

should one measure ;component skills learnfid? Also, to what extent is it the

role of evaluatorsf,to measure noncognitive benefits and side-effects of program

operation? Second, there is the selection of an instrument; although that

theol:_tically should follow after selection of constructs to test, the usual

situation in practice is that the availability of tests determines which-con-

structs are tested. A very controversial aspect of the instrumentation issue

is whether or not to use criterion- referenced tests. The third issue concerns

the manner of recording of scores-to be used in analysis. As such, it is on

/ the border between measurement and analysis issues. However, because its con-

troversial aspects relate to the content of test publishers' manuals rather

than to experimental design, we have included it in this section. A subtitle

for the issue: "Are grade-equivalent scores really that bad?" reflects the

focus of controversy on this issue.

The aim, as in earlier sections, is to inform the reader of the content

of the issues, to point out the critical problems, and to suggest ways in which

the issues may possibly be resolved. t)
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Issue 5. What constructs should be measured to determine Title I impact?

Within schools in low-income areas, Title 1 prescribes that services are

to be provided to educationally disadvantaged children in order to "meet their

special needs" Educationally disadvantaged children have been defined as

those who are judged not to be likely to be graduated from high school (USOE,

1970; Glass, 1970), or who are judged at least a year behind the achievement

levels expected of their age group (GAO, 1975), using subjective judgments or

sr'res on achievement tests. Special instructional services are to be provided

to all the specified children, and special noninstructional services can be

appended to the program to supplement the instructional services. Therefore,

measures'of impact must reflect the extent to which achievement levels are

improved by the program, and the constructs measured must be .those that relate

to achievement. That does not imply that achievement test scores are the

only criterion for impact evaluation. In fact, children are in schools for a

dozen years or more, and achievement levels in higher grades may depend on

many factors other than achievement in,the first few years of school. (1)

What factors are related to achievement? (2) Should achieVement be measured

in wholistic terms (e.g., can Johnny read?) or in terms of component skills?

(3) Should achievement be measured in terms of scientific theories of

achievement or in empiricist terms of "what achievement tests test?" Until

such questions are addressed, impact evaluations will suffer from charges of

"narrowness" and "superficiality" and even "irrelevance" of their outcome

measures, and therefore of their conclusions. The discussion of this issue

will focus on -these three questions.

The fiAt question, in practice, concerns the relationship between

attitude axtI achievement. Improving children's attitudes is viewed by many

compensatory education teachers as an important objective for their activities --

they believe that its ultimate payoff in terms of achievement may be. uch

greaser than the learning of a few specific components of reading. The evidence

is mixed concerning that relat"nship, however. Shavelson, Hubner, and Stanton

(1976) cited studies that empirically support the notion that improving a child's

self-concept will lead to achievement gains. Project LONGSTEP (Coles and

Chalupsky, 1976, Vol. II) found a positive correlation between an attitude

composite and achievement scores; however, the Compensatory Reading Study,

(Trismen et al., 1975, found a negative correlation. The degree of standardi-

zation of attitude measures is as yet insufficient to allow one to compare
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these different results; in any case, before attitude measures- can become

acceptable, indicators ofrultimate achievement e fects, a substantial amount

of research into the strength of that relationship - and into the ways of

enhancing the relationship - is necessary. Thus, our conclusions are (1)

that attitude measures can play only a supplementary role to achievement tests

at present for determining whether a Title I treatment is having impact on

achievement, but (2) that it is likely, when adequate research is available,

that some kinds of attitude improvement will be shown to be a reasonable

short-term goal for treatments that aim far long-term achieve.ant gains, so

attitude measurement should not be discoqraged.

Assessments of achievement in :Title I evaluations have tended to focus

on reading, language arts. and mathematics. The question of whether it is

achievement in general or the mastery of particular skills related to achieve-

ment that should be assessed in these evaluations is of concern to special-

ists in each of these areas. In order to simplify discussion, we have (like

Trismen et al., 1975; GAO, 1975; and Thomas and Pelavin, 1976) chosen reading

achievement as the example from which generalizations can be made to language

arts and mathematics achievement. The second issue referred to above

is whether or not it is reasonable to assess reading achievement in terms of

specific skills (e.g. decoding,' memory, inference, visual acuity, specific

vocabulary), each of which alone does not constitute the ability to read, but

that-are component skills that are believed to contribute to reading achieve-

ment. The case has frequently been made (e.g., Stearns, 1977) that standardized

tests such as the Metropolitan Achievement Test and the California Test of

Basic Skills almost completely fail to capture the content of particular

remedial or compensatory reading programs. The reason given for this failure

is that Title I teachers typically focus their efforts on specific skills that

are related to reading achievement rather than on reading achievement itself.

If the participating children have clear needs for which such intense 'focused'

effort is warranted, which is undoubtedly' the case for many, then assessment

of progress in terms of tests most of whose items require skills not addressed

by the treatment seems unfair. On the other hand, focusing on a particular

component skill may not ultimately enhance reading achievement. Ai with attitude

outcomes, it seems necessary to include in the evaluatilb-n-of a-treatment

some measure of oversll'reading achievement (possibly one or more years after

the treatment, which is not in conflict with the need for annual evaluations).

s
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The third question to be Addressed in this discussion is whether evaluations

should be firmly based in scientific theories of (reading) achie'vement or

whether they shouldlbe firmly based in empirical pragmatism: measuring what test

publishers call achievement. Of, course, firm grounding in theory is

preferable - if the theory is correct. There are many theories, or models,

4- the process Of learning to read, however, and at least some of them must

be wrong. In fact, it is likely that there are many different ways to learn
a

to read, even'for a single indivjdual,-so measurement would have to be in terms

of alternative theories for learnir

for learning to read and lists .six

behavioralcognitive, informa ion

g to read. Williams (1973) has reviewed models

categories of theories: taxonomic, psychometric,

processing, and linguistic.k A synthesis

:nof'the many perspectives on co itive achievement is clearly needed as an

initial step, if we are to be Ale to evaluate impact directly in term's of the

achievement of new cognitive skills rather than indirectly in terms of the

possible use of those cognitive skills to answer questions on an "achievement

test"., It should be pointed out, in fairness to the developers of commercial

tests, that many of them have, especially in recent times, attempted to select

items.for tests in such a way that scores for particular subscales of items can
,

be interpreted in terms of specific skill mastery.-

The value of a firm grounding of compensatory educition evaluation in the

theory of cognitive achievement should be clear. Such controversies as to

whether students participating in Title I treatment should be expected to

learn 70% as much as the median student in a particular time period, or 90%

or 110%, are based on a lack of knowledge of just what types cf skills should

be learned and are being learned by individuals who at the beginning of

treatment have some other particular set of skills. In terms of an adequate

theory, an individual child's level of achievement could be characterized

either as the constellation of skills that he or she has acquired, or for the

purpose of summarization, the proportion he or she has completed of the total

learning effort needed to reach an ultimate achieyement goal. Although the

research needed in order to implement this approach is quite substantial, It

would appear to involve no scientific procedures that are not presently feasible.

To summarize our conclusions concerning the selection of contructs to

measure in evaluating Title I impact, (1) it appears reasonable to use

attitude and other noncognitive measures as supplements to achievement measures,

although substantial further research on the relationship between cognitive and
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noncognitive measures is needed; (2) the same conclusion holds for component

\ skill measures ab for attitude measures -- they should be supplements to

\ overall achievement measures; and (3) evaluation will be much more useful

\

orhen-based on a scientific theory of cognitive achievement; however, the.research

\to develop a sufficient theoretical framework is substantial. All three of

these conclusions are similar in their ambivalence; what we have now is

minimally adequate, but with some researchinto the processes that Title I

is\intended to affect, a significant improvement in impact evaluation would

, be possible. Until that research is undertaken, skeptics of evaluation wil.i.

ha reasonable arguments that the use of any particular measurement instrument

yields result4 that-too narrowly define the purpose of Title I, or that are

irrel want to the goals of particular Title I treatments, or that are too

super icial to capture the essential impact of a treatment.

\
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Issue 6. What types of achievement measurement instruments should be used in

Title I evaluation?

There appears to be no reasonable and efficient alternative for measuring

program impact on a student's achievement level to requiring himfher to pro-

duce answers on a paper-and-pencil test. There are literally thousands of

alternative tests, and any reacher may construct a new test to fit any occa7

sion. The major alternatives for test selection are (1) between a locally

developed test and a standardized test and (2) between a criterion-referenced

test and a non-criterion referenced test. The choice must be made in terms of

the particular objectives of the evaluation and will reflect a tradeoff of

some values for others. For the choice between a locally developed and a

nationally standardized test, the relevant factors are: (1) the credibility

inherent in use of a test being used byimany others, (2) the availability of

norm distribution tables for the standardized test, (3) the possibility of

tailoripg a locally developed test to reflect local objectives and instructional

methods, (4) ease of aggregation of data across sites wheat- standardized tests-tests

are used, and'(5) the relative costs of buying a test from a commercial

ppblisher and generating items locally. For small, informal eval'iations, the

choices will clearly be different from the choices for a national evaluation

whose validity is likely to come under attack.

To choose between criterion-referenced tests and tests not so designed is

a matter of some controversy,.prirlarily because of the strong arguments and

large investments on both sides. Basically, a criterion-referenced test is

one "that is deliberately constructed to yield measurements that are cti.rectly

interpretable in terms of specified performance standards" (Glaser & Nitko,

1971, p. 653) or one whose score "has some sort of meading in itself, irrespective

of the scores for specified groups" (Shaycoft, 1976). ,Iteus on criterion-

referenced tests are systematically derived frpm a set of objectiV s or

rationales to be measured rather than by statistical item analyail of a large

item-pool. Until quite recently, commercial tests were not fl -eloped to be

criterion-referenced.* Instead, to provide meaning to raw :cores, tables

were provided showing what percentage of the population achieved each raw score

level; that is, the tests were norm - referenced. Note that the concepts of

* That is not to say that gcod commercial norm - referenced tests have not been
designed to contain items whose rationales are that right answers to them
indicate the achievement of particular dkills (see, for example, Flanagah, 1951).

C.1
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criterion-reference and norm-reference are not per se incompatible (test scores

can have both absolute and relative interpretations); however, the methods of

dev,....oping the tests are quite different. Norm - referenced' ests are developed

'to be sensitive to individual differences among students, whereas' criterion-

!

referenced tests are developed to be sensitive to degrees of skill attainment

'for each individual.

The relevant factors for choos::..g between standardized tests that are

norm-referenced or criterion-referenced are: (1) the relevance of the

content of the test, of whichever type, to achievement constructs being meae-,red;

(2) the 'type of evaluation comparison being made (see Issue 1); (3) the volume

of data desired; and (4) cost and'availability. For-the informal localevalu-

ation (e.g., weekly progress quiz), a teacher is well advised to emulate

the principles of criterion-referenced test development rather than deliberately

selecting items likely to demonstrate different levels of achievement among

students. The choice for large-scale evaluations is more difficult.

In order to clarify the selection problem, we shall consider various

arguments for and, against, first, norm-referenced id then criterion-referenced

tests.

Norm-referenced tests are seL of itema; the distribution of responses

to which is known for a sample representative of some population. They offer

both the advantage of enabling test scores be interpreted in terms of

comparisons tc the population and the'advantage of credibility, in that they

were not developed by the indiv?dual who teaches the knowledge and skills. The

criticisms of norm- referenced tests deal almost exclusively either with the

appropriateneloof the noiming process or with the mci-hod of selectioi of

item contents to include in the test. The norming problems may be solvable with.

sufficient funds, because they stem from incompleteness of the data on which

norm tables are based; however, the problems with item selection suggest the

need for new kinds of tests.

There are eight specific categories of problems with norm-referehced tests --

they do'not necessarily all apply to all norm-referenced teats, but they-do

apply to many. After listing the eight we shall discuss them in detail.

1. Norms are based on a population different form that for which

compensatory educatioa is intended.

24 Norms are not longitudinal, so norms for gains are not directly

attainable.

1
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3. Norms exist for only on, or two testing dates per grade.

4. Articulation of score_ beveen'levels is not well validated.

5. Performance is not criterion-referenced for component skills

(Although major publishers are moving to accommodate this need).

6. Items are developed to discriminate among individuals; not programs.

7. Items are developed primarily to discriminate performance levels of the

majority of typical children, so the items may not be as sensitive,

to the patterns of learning of ed'icationally disadvantaged-"children.

8. Test scores have a smaller error compcnent near the ceiling than near the

floor of performance on each form. [

The first four probl ems obviously could be' solved by etension of the

norming process. Are they important, however? The following are some of the

distortions of results that have been suggested to result from these problems.

The problem is that the particular sample being tested in a compensatory

education e luatiah is not the same as a distribution of children in the norm

population with the same scores. For example, in the norm population,

extremely low scores may be indicative of some permanent or transient learning

disabilities that are predictive of certair0earning paths, whereas those low

scores in ghetto schools may be the result of environmental pressures. Even

tough some Title I participants will have been included in the norm groups,

they will be a minority of the lov scorers because of the economic criteria

for Title I funding, Thus, for example, among students at the 20th percentile

at the beginning of third grade -hose that ae likely to he selected for

compensatory education treat its (e.g., from low ecohomic .status families) may

be those that by the end of third grade tend to-move toward the 15th percentile

while otters mcve upward (or vic versa) .

This leads to the se:Iond need, for longitudinal norms. This need is

clear when we consider that students are geographically mobile, as well as

dropping out at theupper gradgp. -Thus, forming must take into account student

mc.bility, or else the achievement of the populaticn will appear to be diff rent

from (usually greater 'than) its actual value. More important, perhaps, is he

fact that in a pretest - posttest evaluation design, children taking the post-
,

test will have had prior experience (the prete30 on another -form of the test,

whleh experience the members of the corm group lacked.

aml
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The third problem, that norming is only carried put for one or two dates

in a school year, makes it difficult to measure the effectiveness of treatments

over intervals. other than between appropriate testing dates. One solution used

in_practice is linear interpolation or extrapolation: if, for example, the

norms are for a seven-month interval, but the pretest and posttest are given

six months apart, scores are transformed to grade-equivalents (that is, to a

grade level for which the score would be the median) and then multiplied by

7/6, to estimate what the gains would have been for seven months ao that the

scores can be compared with other treatments.

A second solution, provided by some test publishers, consists of growth

a curves obtained by carve-fitting procedures. The curves can be graphically

used to interpolate or extrapolate gains, assuming the validity of the curve-

fitting process.

The fourth problem, articulation of levels, arises because norm-referenced

tests come with multiple levels, each designed for a particular range of grade

levels. For many evaluations, it may be necessary to employ different levels

for pretest and posttest to avoid floor or ceiling effects. To estimate the

gain between pretest and pcittest, it is necessary to convert the pretest and

posttest scores to a common scale for tompar!..son. Tables for that conversion /

are normally provided by test publishers; however, the-empirical basis for

in-Jiving at the tables is usually limited. For example, a raw score of 50 on

level A may correspond to a raw score _f 20 on level B for a sample of begin-

' ning fourth graders, but that does not imply that the same conversion would be

accurate for students at the end of fourth grade: skills learned in fourth

grade (in a particular school) might be more related tc items son level A than

/n level B, or vice versa.

Its other four problems, relating to item selection, are more serious.

Pirst, because the performance me4shred on norm- referenced tests tends to

involve unspecified combinations cf man, component skills, these tests are not

sensitive to the achievement of speciiic criteria. Thus, programs of instruction

that focus ,Jri a mooll set of component skills are unfairly judged using these

tests. This was discussed under IssI,e # 5.

Another problem is that standard achievement tests have been developed to

discriminate among individuals in such a way as to be predictive over the future

44.
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of the individual. That means that they are developed not to be sensitive to

particular variations in curriculum. The main criterion for selecting an item

from a pool of reasonable items to include in a test has been its correlatior

with the total score, not its correlation with an external (validation) measure

of skill attainment.

The next problem is that item development has usually included administer-

ing items to a sample representative of the population and selecting those that

discriminate best, and as a result, items that are particularly sensitive to

the achievement of minority populations bur are not as sensitive to achievement

in the majority population have been deleted on item analysis, because they

account for too little variance. Test nublishers have recently given specific

attention to this problem, and it may become less important in the future.

Thee last problem, which concerns t sts consisting of multiple choice items

where guessing is permitted (and how could one prohibit it?), is that the

44 reliability of test scores is greater for scores in the top portion of the

distribution for any form. At the low end, guessing accounts for a large part

of the variance, while at the high eud it accounts for little. This means,

among other things, that small gains will be harder to detect in the lower

region of the distribution than in the upper region. One sidelight on this

situation is that an attempt to use out-of-range testing can appear to have an

effect by itself: if disadvantaged 10th graders are given a test for 10th

graders and score at the chance level they might appear to be three years

behind; if given the form of the test designed for 9th graders, as more appro-

priate, they might. , so score near the chance level, so that their scores

would appear to be three years behind the 9th traders, or four years behind

their actual grade level. Thus, changing forms can increase (or decrease)

the apparent deficit of a student by a year or more. A solution to this

problem, for the evaluator, is to select a test on which each student will

score in the mid-range. To do this for typically heteromeous groups of

students would require a test mat_ up of several articulated levels and

administration that required flexible starting points for individuals of grossly
6'

different achievement levels.

The problcms of measurement via norm-referenced tests are most serious

when the tests a're used for relative comparisons between a treatment and a

nonrandom, tm,atched comparison roup or between a treatment group and a norm

population. ,)r absolute comparisons and for relative comparisons between
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randomly assigned treatment and control groups, the problems are not so'

serious. The reason, in the latter case, is that relative comparison in

a randomized design does not depend on norms and problems of item selection'

will apply equally to treatment and control students.

It would seem at this juncture that there is need for some test develop-

ment activity targeted at the needs of program evallation. Because this is

expensive, the private sector of the test development system will probably

be very inquisitive about the market for such evaluative uses of tests in

their plans for test develc^ment.

Criterion-referenced tests are sets of items clubtered around sets of

objectives, or component skills, whose mastery is supposed to be equivalent

to correct item responses. In the ideal case, items are selected on the basis

that they discriminate perfectly between groups of students possessing a

skill and groups not possessing it. In ases of skills involving incremen-

tal mastery of a large domain, such as voc ulary, measurement of the objec-

tive may be more complex than merely mastery or nonmastery,,but may involve,

for example, percentage of the domain acquired.

The problems with criterion-referenced tests are primarily in the area

of availability and cost. Because the corcept has been implemented more

recently than norm-referenced tests, fewer criterion-referenced tests of high

quality are available. Given this situation, evaluators are tempted to use

well-known and long trusted norm-. lferenced tcsts. For some forms of evalu-

ation design, such ,as camper ons with a population standard, the value of

criterion-referencing ip not readily apparent. In general, however, the

arguments for increased use of criterion-referenced tests in evaluation

appear fairly strong. In particular, the ability of these tests to detect

component skill acquisation addresses the complaint of some teachers (SLearns,

1977) that standardized tests are relatively insensitive to the learning of

a few component skills.

Several of the stv.Lgths of criterion-csfererced tests do carry along

correspondiag problems, when viewed from a perspective, as in the

presentation by.Kosecoff and Fink (1976). For example, to be fai: in evalua-

tion of a program, the correct objectives to be tested must be specified by

the teacher, and error in matesing tested objectives to instructional 'objec-

tives will diminish the test's sensitivity to the treatment. Thus, an
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tives. As another example, because different treatments have different

objectives, aggregatiun of scores is more difficult than when a single total

score is obtained. If different treatments have different objectives,

comparisons of the treatments on a criterion-referenced basis would eve to

be a two-stage process: comparison of the extent to which each t eatment

met its objective and also comparison oetween the objectives. A reatment

that failed to meet stringent objectives might be superior to one that suc-

ceeded in meeting easy objectives. Third, criterion-referenced to ing "would

generate information about an enormous number of objectives, thus,c plicating

the mar4gement, analysis, and reporting of data" (Kosecoff & Fin 1976,

p. 2-35). The production oiwtoo much information during an eve cation is a

questionable basis for criticism; given modern computer methods or data manage-

ment and analysis, the added complexity, which corresponds to the greatest

strength of criterion-referenced tests, their sensitivity, would be welComed

by many users of evaluation results.

In conclusion, the selection of an instrument for measuring achievement

in evaluations of Title I is dependent on the particular information needs to

be satisfied and the constructs selected for'measurement. Nationally sten-

dardized (norm-referenced) tests have the advantage of greater credibility

than locally developed tests, but they have the two disadvantages of (1)

encouraging evaluation in terms of comparison of local oerfordance against

inappropriate norms and (2) measuring program drformance in terms of tests

designed to assessoverall'individual differences in achievement and thus

insensitive to many dilensions of treatment effects. Criterion-referenced

tests have the advantage of producing substantially more detai_Led and pre-

cise information on the performance of each treatment in terms of its own

objectives, but they have the disadvantage that, for the purpcses of valid

aggregation of results across treatments with different objectives, fairly

complex interpretations of the results are,necessary.

To the extent that major publishers move to compute norms for criterion-

referenced tests and to identify particular component skills that subsets of

items on their norm-referenced tests assess (as appears to be the case), this

distinction becomes less important: one could select a good norm-and-'

criterion-referenced test and interpret the results to fit the particular

information needs.
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Issue-7: What units of measurement should b.o used, or: Are grade-eauivatent

scores reaZZy that bad'

This issue concerns the first step in summarization of results from

testirg: should each student's score be entered into analysis as a raw score,

or should some transformation of that score be made first? The problem is not

one of cost to the evaluator, at least when using transformations for Which

tables or formulas are available, but,rather one of validity versus communi-

cability; the more technically correct units are nct necessarily those that are

easiest to understand or directly relevant to deciiionmaking. The resolution

of this issue clearly must treat validity as fundemental and strive for -aximal

communicability among the technically correct units. Communicating wrong con-

elusions very clearly is worse than no communication at all.

One articular unit that has held widespread popularity but whose technical

problems have made it notorious is the "grade-equivalent score." In several

major evaluation studies (Wargo et al., 1972; Briggs, 1973; Gamel et al., 1975!

GAO, 1975; Thomas and Pelavin, 1976), these scores were used because many state_

or local evaluations were being aggregated, and the units most,frequenay

rlported were grade - equivalents. In mosi cases, the authors expressed regret

of that fact. To deal with this controversy, we shall focus the bulk of our

discussion on that unit, pointing out that various of its problems are shared

by one or more of its alternativzs. -This is feaJibie because, with one or two

exceptions, any technical problem with any unit is also a problem for grade-

equivalent scores. The strength, 4,2 grade-equivalent cores lies mainly in the

clear meaning they purportedly convey: a student with a grade-equivalent score

of say, 3.5 is apparently at the level of the median student with 5 months

instru:tio in the third grade; if that score were obtained by--a student five

months t%rough fourth grade, then the student would apparently be one year

behiru the national norm for his/her 21assmates.

The seven major alternatives for measurement units are:

1. raw scores: number of ;items answered correctly;

2. corrected scores: raw scores corrected for guessing so that a sore

of zero corresponds to pure guessing, as shown below for a test con-
_

siating of items each with k possl.ble answers:

NUMBER WRONG
CORRECTED SCORE NUMBER RIGHT k - 1
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the proper correction for guessing does not count as WRONG those items

for which no response is made;

3. whether a skill is mastered: a dichotomous 1 or 0 score indicating

whether the student has or has not mastered the skill according to

the test;

4. percentiles: percentage of a peer population (national, regional,

local, or any other population deemed apRropriate for cothparison)

that would have achieved raw scores lower than the student;

5. grade - equivalents: the number of school years of experience at

which theyew.score is the median, anchored at 1.0 for the beginning

of first grade and altered by atti!buting one month's schooling to

the summer quarter'so that there are 10 school months per year to

simplify communication; between dates of actual test north data

collection, estimated median scores are obtained by curve-fitting

procedures;

6. normalized standard scores or normal curve equivalents: transfor-

mation of percentiles to normal deviates (in particular, but not

necessarily , so that the mean score is 50 and so that 99% of the

scores are less than 99); and

7. growth scale scores: a transformation of normalized standard

scores on different test levels (grade levels) to a common metric,

so that a student's growth can be plotted continuously across levels

of a test.

No matter which of these measures is used, questions of how to compare

pretest and pOsttest scores or scores between groups remain. Thsse are

discussed under Issue 8. We aow turn to the specific problems of grade

aquivalcnts and their competitors.

It is common to report a student's achievement as equivalent to the median

performance of students at a particular grade level. Thus, for exa.iple, a

student halfway through the fourth grade who was having great difficulty might

be described as "a year behind." This is a metric that is apparently

The term normal curve equivalents was developed by RMC Research Corporation

and refers to the specific transformation mentioned. The more general concept

is referred' to as normalized standard' scores.

59 sa
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independent of any test, of any particular curriculum, and of any particular

norm group. Moreover, it suggests to a parent the amount of effort needed to

bring the student "up co standard." Even though we ,may criticize the proper-

ties of grade-equivalent scores for program,evaluarion, they serve a distinct

purpose for communication of a student's or a class's average achievement in a

school year. pus, test publishers include tables of grade equivalents for the

raw scores on their tests. None of the other units have the same clarity and

simplicity of meaning, although for two of the units the meaning is fairly

direct: percentiles indicate an individual's rank relative to a peer group,

and because it is that peer group with whop he/she will be competing throughout

life for the best jobs and highest quality of life, "getting behind" and "getting

ahead" in percentile terms are meaningful; and indicators of particular skill

mastery are directly meaningful to the extent that the skills mastered are

directly meaningful (however; some thedretically meaningful skills, such as

"decoding" or the Piagetian concept of "conservation," may not be obviously

relevant objectives for basic skills instruction for some audiences).

The problems of grade-equivalent scores, as well as other units, stem

both from their definition and from their operationalization. The problems

stemming from operationalization could presumably be solved with a sufficient

expenditure of funds, if the fundamental problems with/the concept were not

serious. The fundamental problems for grade-equivalent scores derive from thb

facts (1) that achievement gains are not linear as a function of months in

school; (2) that summer period presents special problems; and (3) that the

performance of a student a year below grade level is qualitatively different

from that of the median student a year younger. The operational problems arise

fiom the fact that norms for standardized tests are published for a single

testing time in the school year, or at most two times, so that grade equiva-

lents for mosttesting dates must be arrived at by Interpolation.

. The faot that achievement is not linear as a function of time can produce

distorted results. In the Thomas and Pelavin study (1976) for exampfle, larger

average grade-equivalent gains were reported for compensatory education pro-

grams in high school than in the primary grades. Although Thomas and Pelavin

did not interpret this effect as meaningful, others might. nowever, that

1:
effect is probably an artIf t because, for example, an individual at the 20th

percentile might be a half y r below grade level in second grade but three

years below grade level in tenth grade, so bringing him/her up to the median in

(4 o
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a year (unlikely, but taken for simplicity), a gain of 30 percentile points in

either case, would show a 1.5 month-per-inonth gain for the second grader but a

4.0 month-per-month gain for the tenth grader. At another level, learning a

specific number of component skills may lead to a 20-percentile gain at one

grade level and a 30-percentile gain at another grade level.

The second problem concerns the summer. The lesser problem with the

summer is,its definition as a single month for the construction of grade

equivalents, so that, added to the, resumed nine-month school year, it produces

a tenmonth Year in which decimal tenths correspond to months. This clever aid

to communication has the unfortunate consequence-that grade-equivalents can

never be considered quite adequate for use in research on achievement growth

patterns because the summer "month" is ill-defined. The more serious problem

is that students who are achieving at levels lower than their peers may actually

lose ground, in absolute terms, over'the summer(that is, they actually have

mastery over fewer academic skills at the end of the summer than they had lit the

beginning of the summer, while the brightest students may gain at a rate at

least as great and often surpassing their rate of gains during the school year.

(Although this result has not been proven, reports by Kaskowitz and Norwood,

1977, and Pelavin and David, 1977, are highly suggestive.) The result of this

difference in students' forgetting and extracurricular learning is to make

school-year compensatory. education programs seem to have only short-range

effects: when measured from fall to the following spring, compensatory educa-

tion students show strong gains, but the c.adents in the programs year after

year'may fall further behind their peers. This problem is not merely a problem

with grade-equivalent scores but, indeed, with the underlying assumltions of

compensatory education, and the issue is discussed further in the synthesis of

.substantive findings on Title I. However, it causes critical problems for the

use of grade-equivalent scores and especially distorts any studies that aggre-

gate results from fall-to-fall (or spring-to-spring) tests with results from

fall-ta-spring/ests.

The third fundamental problem with grade equivalents, and with other.

scores based on a national norm sample (percentiles, normalized scores, and

growth scale scores), concerns the multidimensionality of achievement growth.

The assumption implicit in the UE2 of grade equivalents, although not necessary

for their construction, is that there is a certain amount to be learned in each

grade. In each region of the country and in each classroom, howr -er, particular
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goals are set that are'different, to a greater or lesser extent, from the goals

assessed in standardized tests. Among other things, children start school at

different ages and have different numbers of school days per year in different

states. Furthermore, the amount a fourth grader who is a year behind knows is

likely to be qualitatively different from the amount a third grader knows,

although their total test scores may be the same. The use of grade-equivalents

promotes a simplistic, unidimensiodal view of.achievement. That simplicity

must not get in the way of discovery of particular achievements and deficiencies

in student and program performance.

A special operational problem for grade-equivalents is that they are based

only on data collected at one or two points in the school year. If test

actually are given in ar evaluation at other testing times than those for which

norming was done, interpolations must be performed to obtain grade-equivalent

" gains. Tbus, if the norms are for September 20 and May 20; eight months apart,

and testing is done on ^-tober 5 and May 5, seven months apart, evaluators must

multiply gains obtained by 8/7 to compare gains occurring in the norm group.

The possible distortions caused by such interpolations are so great that test

publishers and evaluators have called for all testing to be conducted at the

same-time in the school year as the norm group was tested.- Thus the use of

tests with only single norming dates (e.g., in the spring) in evaluations based

on fall to spring gains is highly questionable.

The fact that gra,ae-equivalents are based on the performance of average

students makes them less useful for studies of students who deviate substan-

tially from the average (e.g., compensatory education participants). It/would

be preferable to establish expected per-year, or per-month, achievement of

students in various percentile ranges, based on Iitudinal norming. Then

month-for-month gains could be reported for compensatory education students in

comparison with students or comparable prior achievement levels.

For raw scores, the fundamental problem is interpretability. The only

real meaning for a raw score is its comparison with some other raw score on

the same test., If that comparison is the goal of the evaluai:lan, then raw

scores may be the most appropriate unit. Raw scores are not guarantcA to

have a normal distribution,
however, which is required by many procedures;

normalized standard scores or normal curve equivalents at leasepartially

solve that problem. (One should note, however, that transforming both pretest

and posttest scores to normally distributed sccres definitely does not ensure
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I

that the resulting bivariate [two-dimensional] scatter plot of scores will

conform to the biviriate normal distribution required for some analyses, such

as analysis of covariance.)

Correcting raw scores for guessing improves their accuracy by eliminating

any biases that might be due to greater tendencies to guess in some groups.

Note that this correction for guessing requires that two raw score's be obtained-

for each test: the number right and the number attempted but wrong. Similar,

but more sophisticated, test scoring procedures have been suggested fin the

psychometric literature and involve giving a differential fractional score to

each of the wrong answers, reflecting the amount of achievement necessary to

choose that particular wrong answer--some answers are more clea'tly wrong than

otherso a student with partial knowledge. Such scoring has yet to be applied

to real evaluation settings, but it will provide greater sensitivity within the

particular testing time limits when it becomes feagible.

The primary problem with use of a dichotomous mastery score for each

section-of a test :s that it still leaves unspecified the procedures for

summarizing each individual's performance as a single score. The alternative

to a single score for each individual, of using instead a multidimensional set

of mastery scores for each individual,'would necessarily require multivariate

statistical procedures in an evaluation, which somewhat increase the con4u-

tational costs of data analysis and requite substantially greater expertLse on

the part of evaluation data analysts.

Normalized standard scores and percentile scores areconceptdAlly quite

similar: they both are obtained as transformations of raw scores to a sym-

metric distribution. In the case of normalized standard scores, the results

are normally distributed; in the case of percentile they` are uniformly

distributed (that is, in tho norm population, the ,-me -mber of individuals

receive each different, ?ercentile score). The (Rile 1._,s01, *"hat evaluators

prefer normalized standard scores over verLentiles relates tp ;tie validity

of using them in standard statistical der.- art. ysis procedures. Analysis of

variance and all of its variants depend on no Ality of scores, and percentile

,scores - deviate from normality sufficiently to distort tht conclusions reached

from the analyses. Occasionally, the ,.riument is heard that normalized scores

are "equal interval" %cords, meaning-that the difference belweena normalized

score of 10 and 20 is the "sal& as the difference between a score Of 20 and

30, any that percentile scores are not "equal interval" scurea: The grounds

:3
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for this argument are extremely tenuous. First, there is one sense in which

percentiles are equal interval scores: the differences between the 10th and

20th percentiles and between the 20th and 30th percentiles both represent 10X

of the population. Second, tne claim that normalized scores are equal inter-

/

val scores is baded on the theory that the achievement test is measuring some -

underlying factor in the individual that is normally distributed. This theory

in'fact, plausible because of the central limit theorem, which can be

paraphrased as saying that anything (e.g., reading achievement) that is the

sum of many independent random component factors will_tend to be approximately

normally distributed. However, the theory:that the underlying factor being

measured,is'normally distributed is only plausible, not proven; therefore, any

claim that a gain in a normalized achievement score from 10 to 20 represents

an equal amount of .learning as a gain from 20 to 30 should/ba disregarded.

Finally, growth scale scores are similar to normalized standard scores

except that growth.scale scores add the additional capability of'comparison

across different levels of a test. Test publishers produce growth scale scores

by giving two adjacent levels of a test to the same or matched sets of students ,

to determine which (normalized) score on one level of the :estis equivalent to

each (normalized) score xi the other level. Using this method, a single scale

of achievement call
be.constructed that ranges from first giade through high(

school..

Of the several methods of assigning numbers to test karformaneldiscussed

in this issue, SOVA are clearly preferable to others. First, cprrection for

guessing is essential to remove biases engendered by differential tendencies

to guess. No matter how explicit the ihstructions on guessing are (and they'

are frequently vague), different kinds of children and, children in classrooms;

wits teachers of different personality characteristics are going to exhibit

o

different tendencies co guess.

Secon0, as long as norm-referenced-interpretation:3°4're to.be made or any

comparisons involving forms of analysis of variance are to be performed, the

scores should be transformed to normally distributed scores (normalized stan-
. ,

dard scores, normal curve
equivalents, or growth, scale scores) before entry

into analysis.

Third, careful consideration should be given to the useof multivariate

analyses of mastery scorestfor component skills.assessehvby tests. Using such

s r
..20%

,
_,.,

. .." I
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analyses, it would be po le to go beyond merely concluding that one group

learned more thanzanotha- to eaChconclusions ;4Qlt what types of skills were

most effectively learned roughdIffirent treatments.

7
I Firally, grade equivalent scores.shord be avoided wheniver.possible.

,

I

a`

.44



91

Analysis

Introduction

The three issues discussed in this sect:fon concern the process of trans-

formation of measurements on Title I projects and participants into informs=

tion relevant to decision rationales. Frequently this is the weakest link

in evaluation and therefore a target for challenging a study's usefulness.

Establishing the link depepds crucially on the identification of research

questions or hypotheses for which (1) there are methods, based on tenable

assumptions, for deriving answers to the questions trom the data, and (2)

policy implications of the answers can be deduced in a clear and logical

manner.

From a simple point of view, these I sues concern the avoidance of pit-

falls that can render well-collected data valueless. Fror a more sophisti- '

cated point of view!, they concern pitfalls in the overall design of an eval-

uation. Proper fOiesight in study design and data collection is needed to

prepare for "airttihe analyses and interpretations. Frequently, the key

element can be whether the data collection had included a particular item of

data the*. would verify an assumption needed to validate a chosen ..nalysis,

so consideration of dare analysis prior to development of questionnaires is

essential for valid evaluation.

The three issues discussed in this section concern problems !that arise

when ideal evaluation designs, including -andom assignment to treatment and

control conditions, are infeasible or are otherwise not implemented. These

problems can be dealt with in,an ad hoc fashion for each evaluation, by'care-

ful planning and use of statistical expertise; the purpose of the discussions

in this section will be both to point out the -Dblems and to suggest methods

appropriate for the ad hoc solutions. It is the opinion of the authors,

however, that more wholistic solutions, such as changing the framework of

comparisons (as suggested under Issue 1) or finding ways to justify more

rigorous information-gathering designs, will ultiMate* be necessary.

o The first issue (Issue 8) concerns the conditions necessary for making

ir*arences from a relative comparison between nonrandom treatment and,control

groups. Each of the methods proposed is based on some set of assumptions,

and the discussion will attempt to estimate the reasonableness of these

1
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assumptions and to suggest ways of testing them. The most common analytical

method used, analysis of covariance, will be described la some detail.

The second issue (Issue 9) concerns the problems that have arisen in

attempts to make inferences about the relations of treatment components and

costs to effectiveness. That typi of information is the most useful infor-

mation that can be acquired for the purpose ofmproving the quality of cony

pensatory education, and yet it has usually been gathered as an adjunct to

an evaluation more concerned with some other purpose. As a result, many

conclusions concerning the relative effectiveness of different methods that

have been made in federal studies of compensatory education are highly ques-
,

tionable. The discussion of this issue will attempt to identify the most

crucial threats to validity of such condoisions and to suggest ways of dealing

with those threats.

The third issue (Issue 10) concerns methods of aggregation of data.

Both the sampling units and measurement units affect the meaningfulness of

combining data across projects, and the discussion of this issue will attempt

to clarify the alternative acceptable aggregation methods and the reasons

others are unacceptable.

;rt.
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Issue 8. What are the conditions for valid comparisons between nonequivalent

treatment and comparison groups?

This is an importantsand controversial issue because there are methods

for such analyses at hand that appear at first to be valid but have been

shown on closer examination to be responsible for distortions in conclu-

sions.- In fact, the diffic..ity of selecting the appropriate analysis has

been suggested as grounds for resqlvihg the issue by avoiding comparisons

between nonequivalent treatment and comparison groups. Alternatives to

such comparisoni were discussed under Issue 1. The perspective for the

following discussion concerns what to do when one must make such comparisons.

In adapting quantitative analysis methOds developed for controlled experi-

ments into the area of quasi-experiments in the field, various assumptions

On which the methods were based have been violated, and methodologists have

recently focused a great deal of attention on ways to weaken the assumptions

and still maintain the validity of the methods.

Nonequivalent treatment and camparisan_groupla_are e.v pair of groups for

which it is not true that their members might have been assigned to the other!

grqup but for a random (or pseudo-random) event. Any method of assignment,

such as matched pairs, that is net functionally random will qualify for

-having the problems discussed below, but the more different the groups are,

the more substantial will be biases be that result from violated as ptions.

Basically, the purpose of a comparison group is to provide an est to of how

well the treatment group would have performed if it had not had the special

treatment. The purpose of each of the methods discussed here is td< trans-

form a nonequivalent control group into a group that, except for the treatment,
b

is identical to the treatment group, so that the comparison is posSible.

This transformation is not necessary in the case of randomly assigned groups,

because any differences between such groups will be random, not biased, and

therefore they can be statistically accounted for with a high degree of validity.

There are basically four methods for "equating" nonequivalent groups,

although there are a number of variants in methods. The four methods are:

(1) matching, long denounced but recently revived byv,perwood et al. (1975);

(2) gain score analysis, also frequently derogated but recently revived by

Kenny (1975): (3) analysis of covariance (ANOCOVA), a powerful analysis tool

in experimental psychology but problem-riddled in educational field research
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and evaluation; And (4) regression analysis. A fifth "method," ignoring

the nonequivalence, might be. considered for completeness; however, its merits

are so inferior:to the methods to be discussed as to rule it out of considera-

ti011.

Many of the ;goblet's to be discussed are present with all four methods;

however, the methods are not equivalent. As background, we shall briefly

define andlist the assumptions of each method.

Matching is relatively simple no describe. It consists of searching for

pairs of subjects (e.g., student,, classroOms, or school districts), one in

the treatment and °one in the comparison group, who are as similar as
7
possItle.

on'relevant dimensions, deleting all remaining subjects from the'analyses to,

be done, and then performing analyses (e.g., t-tests) as if the groups were

randomized pairs (as if you had selected the pairs prior to the treatment and-

had randomly assigned which was to receive the treatmeeit). The basic assump-

tion of this method that has been questioned in many ways is that the matching

is complete, meaning that there is no systematic difference remaining between

treatment and control subjects who are matched that could possibly affect

their performance. This assumption is clearly false for educational evaluations

,when matching is on a....siingle dimension: human behavior, and, in particular,

the achievement of cognitive skills, is so multiply 'determined that no sing,

measure can capture the systematic variance among people capable of

affecting later performance. However, in a chapter in the Handbook of Evalu-

ation Research (Stru4ning and Guttentag, 1975)., Sherwood, Morris, and Sherwood

have investigated the reasonableness of the complete matching assumption if

one matches on a hundred or more variables simultaneously; they found 1.-tching

to be valid in the case of an evaluation study they carried out. A problem

with matching on a large number of dimensions is in finding adequate matches.

For example, if matching is on 20 dichotomous variables and 10 variables

with 5 gradations of level, the number of cells in the population it

220 x 510 4 10 trillion. Even if some variables are moderately corre-

lated, the likelihood of finding 100 matched pairs in a sample of 10,000

treatment and 10,000 control subjects is small. The solution of broadening,

the gradations (changing from 5 levels to 2 levels, for example), even if

it reduces the number of possibilities to a manageable number, is frequently

unacceptable because there can then be systematic variation within leve4\.

Suppose, for example, a low economic statue group and an (overlapping) high

!) 9
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economic status group were matched on just three levels of 'economic status.

There would be a range of status within each of the three levels, and'one

would expect that at the lowest of the three levels the subjects originally

from the low economic status group would be onthe average'lower than the

"matched" subjects from the high economic status group, and so forth. That

is, too coarse a match is really not a match at all.

A]hough matching by itself does not appear to provide an adequate solu-

tion to the problem of comparing nonequivalent groups, it may be useful to

do in conjuction with statistical methods described below. The bias in sta -'

tistical correction procedures is least when the groups are most similar.

Whenever matching is undertaken, however, possible distortions in conclusions

resulting from matching must be considered explicitly. These distortions

generally involve some processes that would att differently to cause a par-

ticular score on a matching variable to occur in a treatment- groulehan in a

comparison group. See Rubin (1973, 1976a, 1976b) for further recent discus-

sions of matching.

Gain score analysis is similarly easy to describe: the method is to

create a derived variable ('gain ") by subtracting a pretest score from the

posttest score and to perform analyses on this derived variable as if the

treatment and control groups were randomized. The basic assumption is that

pre-existing differences between-treatment and control groups, as evidenced

by differences_on pretests, will not be correlated with later gains. If

that assumption were true, then gain scores would be quite appropriate for

comparisons in evaluation, because they focus on the effects of the treatment.

The frequently noted fact that gain scores have greater random-error compon-

ents (lower reliability) than either pretest or posttest scores is largely

immaterial for moderate- or large-scale evaluations, because increasing sample

size reduces the .!.mportance of random error components. The basic assumption

that gains are independent of pre-existing differences is, .however, highly

questionable in applications to education., Gains are the result of complex

combinations of motivational ano cognitive processes, and although achievement

evidenced at pretest is also dependent on such processes, subtraCting the pre-

test score will not remove the effects of different motivational and cognitive

levels on rate of gain between pretest aid posttest. Moreover, gains are

subject to the statistical artifact that individuals with high pretest scores

will tend to,have smaller gains because, for some of fh'em, the high pretest

1 Ho
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/ scores were "luckyi" and conversely for individuals with low pretest scores;

that is, regression to the mean is *o be expected.

The third °method of interest is ANOCOVA. This method is more compli-

cated to describe, although it i\ conceptually straightforward. Basically,

tie method is to focus on /osttest scores and to hypothesize that the post-

test score is a sqm of a number of different effects in addition to treatment

effect (usually including the level oidachievement indicated by a pretest).

All the factors (called covariates).that might have effects' re measured; then

the amount of effect of these factors (their beta weights o regression.weights)

is estimated from the data; then all Lhe effects due to nontreatnent factors

syre subtracted from each person's posttest scores; finally, the results are

analyzed (residuals; as if they were obtained from randomly assigned treat-

meat and control groups.

CA

The basic assumptions of ANOCOVA are:

1. as with other methods the assumptions needed for the analysis of

data from randomized designs, primarily that observations on dif-

ferent subjects are independent of each other, that there is approx

imately the same possibility of.random error in each individual's

score, and that ranu m errors are distributed approximately as the

normal, bell-shaped curve;

2. that the potency.cof effects of the covariates on posttest scores

is the same in treatment and contibl,groups;

3. that except for factors perfectly measured by the observed.coViivii-

ates, the groups are equivalent, that is, indistinguishable from a

randomized pair of treatment; and control groups;.and

4 4. as with other methods, that' the dependent variable can be assumed

to be a linear measure of:the underlying factor about which one

wishes to draw conclusions (e.g., that a particular gain at the high

end of a test score continuum has the same meaning as a gain of the

same number of units at she middle and lower extremes of the curve).

'The first of these-four assumptions, as noted, appliescto any of the analyt-

ical methods. It is included here, however, because ANOCOVA is the only one

-of the four methods that includes as an integral Art what analysis is to be

done after,groups are "equated."

101
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Figure 5 is included for those who would like an algebraic description

of ANOCOVA:' It may be ignored without loss of continuity in reading. Most

intermediate-level texts on experimental design'(e.g., Winei, 1962) include

presentations on ANOCOVA.

The fourth method, residual gain score analysis, is quite similar to
o

analysis of covariance, and at times the two have been confused. Residual

gain score analysis consists of (1) calculating estimates of each posttest

score based on correlafions,with pretest scores and other covariate factors,

(2) calculating residuals by subtracting the estimates from the actual post-

test adores, and (3) performing analyses, such as analysis of variance (ANOVA),

using the residuals as the variable of interest. Werts and Linn (1970) have

shown that,residual gain score analysis 'is based on a statistical model that

is a special case of they model underlying ANOCOVA; that is, it requires stronger

assumptions than ANOCOVA: it is a reasonable generalization, therefore, that

whenever residual gain scores are reported, statistical significance tests

should be based ,on true ANOCOVA, not on the application of ANOVA to the residuals.

Of the four methods, ANOCOVA appears to be generally the best-choice for
'...

Most oituar,iona. Although other methods may be appropriate for situatians in

Which particular assumptions are satisfied, ANOCOVA is more general. Thus, it

is with dismaytthat practical evaluators and educatord have heard and read the

severe attacks 'on the method by expert methodologists. These attacks have

pointed out ways in,Which the assumptions might be violated in educational

evaluationd and haw they might distort conclusions.

The first major blow to ANOCOVA came from its use in the Head Start eval-

uation. Campbell and Erlebacher (1970) pointed out problems, while Cicirelli

(1969) apd Evans (1970) defended the evaluation. Campbell and Erlebachet's

Pisentation included itaphic presentations of the way ANOCOVA, when applied

without regard to the,assumptions underlying it, can systematically bias eval-

,

uations and produce just the sort of negative conclusions that the Head Start

evaluation arrived at. The.problem they identified is now but one of many

for ANOVA; it was a particular violation of the' third assumption, which

Campbell and Erlebacher argued would apply to cost,evaluations of federal

education programs. The problem is that ANOCOVA wills correct for all the

possible causes of lower achievement in the disadvantaged group, particularly

when the pretest contains a portion of random errors This problem and others

are discussed later in this section.

0 2
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Suppose /14 is the posttest score for individual j in group i Of m,.groups, and Zijk

is the kth of p coveriate measures for individual j is group i. Then, we calculate a best

estimate of Iij based on-the coveriatekand treatment as .

. .

i41
0, 01 (I. -

-

. .3 ) . s (z. tp
) + Y.'

p teip

where 1k E.n.cov.(Z
k'
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Zik Ii, and

The residuals, Iij -
,

Y..
14

represent the error of measurement remaining after the effects

of the covariates and the treatment have been accounted for.

The second step is to calculate the best estimate of rid based on the ssme covariates but

ignoring group distinctions:

where now a-
k

a 8'. (X..141 .

- 7
1

* .0. 8'
P

(Z.. -
P

) 7
(14P

/E
ni - 7

k
7

n. - 72
k

and the averages. and 7, are for tee total set of subjects.

continued

Figure 5. Algebraic description of ANOCOyA
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The residuals, t - 1.,
reOresent the error of measurement remaining after the effects

tj

oethe covariates have been accounted fdt. If the treatment has no eftect, then they should

be approntmatsly the setae site as the previous ,residuals calculated. fiPthe treatment is

effective. these residuals should be much larger than those previously calcUiated.

The ANOVA test statistic is

Y.ti3n. t -

YfJ

t

)7; (nt . - 1)

which is compared to tables of the F-distribution, with

(,* _ 1, (ni_1) - degrees of freedom.

r. =1

If the obtained statistic is larger than the table entry for, say the .05 level of

sigtificance, the conclusion is that there is at least a 95% probability thht the groups

differ because of the treatment.

Figure 5:(Algebraic description of ANOCOVA), continued
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In a more recent evaluation, the Compensatory Reading Study (Trismen

et al., 197.i), ANOCOVA was used 'where the covariates for predicting the pcst-
.

test score were (1) the pretest score and (2) the square of the pretest score.

This means that the estimates can be curved (quadratic) functions of the pre-,

test score--not any possible curve but only simple concave or convex curves.
r

One reason for using the quadratic, term is that the levels of pretest scores'

of compensatory participants and others are different, and curvilinear regres-

sion allows for the legitimate possibility of a different regression slope

;Assumption 2) between the two groups. See Figure 6 for a pictorial example

of such 5 case: The Compensatory Reading Stddy'd analyses of covariance were

plagued with having to reject the analyses because of.violat-ions of Assumption

2 (equal regression slopes within different groups). Even with the quadratic

-term, 44 of 160 critical tests of hypotheses in that study were uninterpretable

because of lack of homogeneity 40 regression slopes between the groups being

compared. Lack of homoieneity,of regression slopes means that jretest and

posttest are more highly correlated in one.group (in Figure 6, the compensatory

group) than in the other.

There are numerous explanations of differential slopes. Among them are

floor and ceiling effects, to be discussed below. The Compensatory Readirig

Study made great efforts to avoid floor effects, but scatterplots indicated

some ceiling effects. Guessing can cause slopes of regressions to vary Acrbss

the range of pretest scores (i.e., will:cense nonlinear regressions);devia-

tions of score distributions from normality will produce nonlinear regressions;

and differential growth rates can produce nonlinear regressions. A significant

problem with the use of the quadratic term in the ANOCOyA by' the Compensatory

Reading Study vas lack of investigation of the causes of the nonlinearity.

A more careful analysis would be likely to suggest a, particular type of curie,

rather than an arbitrary parabola, and it might even suggest a transformation

of the scores that would lead to linear, homogeneous regressions (the Compen-

satory Reading Study analyzed raw scores, not normalized scores).

The technical summ4ty of the Compensatory Reading Study (USOE, 1976)

includes several alternative analyses that produc:ad varying results when

applied to the same data. Among them were gain score comparisons and compar-

isons of relations to a national norm population. Although the results of a

the residual gain score analysis carried out bylEducational Testing Selvice

1
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+ pm thet stuck (referred toAn rismen et al., 1975, as analysis of/covariance)

slightly favored 'the noncompensatory groups, tie results Of the other analyses,

carried out by USOE, slightly favored the compensatory reading groups.:41That

different results arose from these'different analyses is ndt helpful for the

utility of the study. Ideally, the results shc*Ild-converge'to the same cow- '-

elusion, so the audience could feel confident that the conclusion was indepen-

dent of theanalytical method.

A third use of ANOCOVA in compensatory education evaluation is imminent.

The U.S. Office of Education has undertaknn'to provide technical assistance

to state and local education agencies in their efforts to carry out evalue--
.-

tions.' As.a vehicle for this technical assistance, RMC has developed several

evaluation models (Horst, Tallmadge, and Wood, 1975), some of Vhich, involves

ANOCOVA. "Model C" 1; that framework involveg the use of ANOCOVA for a partic-

ular type of nonequivalent treatment and control group. The essential concept
,..

of that model is shown in Figure 7. The procedure is to give a pretest and

ib.select for compensatory treatment only those students who fall below some

criterion level. Then, after treAiMent and posttests are complete, the prOce-

dure is (1) to calculate the relationship between pretest and posttest based

on the control group, (2) to extrapolate thi relationsht to predictthe.treat-

' ment group's posttest scores, anu (3) to test whether the treatment group's

scores are significantly different, from (hopefully above) their Predicted levels-.

.This model, discussed in abstract terms by Kenny (1975) and in more detail

by Rubin (1977), cleverly avoids criticisms leveled at other ANOCOVA models

in thatit does not allow groups to differ in any systematic way not Perfectly.

measured by the pretest. This'is

dom ;o introduce_40 other factor

nation o2 who is in the treatment

accomplished by allowing the teacher.no'free-

besides the pretest score Into the det-eimi-

and control groups. Of course, that =ens

that if a teacher Bed Hla/her judgment during assignment of Ptudents to the-

compensatory educe ion class, "knowing" that a student could perform better

than his/her score indicated or that a student happened to make 'lucky guesses

on the pretept, the'results using Model C would be distorted. The cleverness

of the model nay also be a weakness
4
in another sense: more than any other f

variant of ANOCOVA, ft depends on the assumption that the'two-dimensional
. .

scatter of pretest and poSttest storeSecpnforms to a (bivariate) normal distri-.

butidn: Although.ii is straightforward to transform pretest scores and post-

:test scores separeLely to a-normal distribution (see Issue 7), that does not

1/4*
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ensure that the two-dimensional scatter will be,a bivariate normal distribu-

tion or that the regression will be linear.

Another problem with this solution is that it fails to address the ques-

tion of whether the two groups (compensatory and regular instruction) are

really fro the same population: it assumes they are, but Campbell and Erle-

bache' selectbache- (1970) have argued that they may be different. If you elect only

according to a pretest, it still may be that you are separating populations

that have different achievement expectations. Because the solution appears

to ,be gainini, a significant degree of popularity, we digress to describe an

example in which selection on the basis of a "pretest" would obviously sepa-

rate according to populations and would therefore lead to distorted conclusions.

Suppose that there were a classroom with 10 English-speaking (Anglo) fifth-

graders and 5 non-English-speaking Mexican-American fifth-graders and a third

of the class were assigned to a remedial reading program on the basis of an

English vocabulary test. With high probability, the Mexican-American children

would be-given the treatment, and no amount of statistical equating would

remo the population effects on ,a reading posttest; it is just not meaningful

o extrapolate from the results of a comparison group to the expected results

for a different population. The point is that selecting purely or the basis

of A pretest does not ensure that the treatment and comparison groups are alike

except for pretest scores.

In order to understand broadly the controversy over ANOCOVA, we need to

examine some types of effects that lead to violation of the assumptions of the

method. Campbell and Boruch (1975) have discussed six such problems that are

well known at present. More problems and variants of the problems and new

problems with new variants of ANOCOVA are to be expected. The six problems

discussed by Campbell and Boruch are:

1. underadjustment of pre-existing differences;

2. differential growth rates;

3. increases in reliability with age;

4. lawer,reliability in the more disadvantaged group;

5. test floor and ceiling effects; and

6. giouping feedback effects.

Each. of these problems will' be dealt with here briefly.

I
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Underadjustment of pre-existing differences violates the third ANOCOVA-

assumption in that differences remain after the effects of the covariates are

partialed out. These underadjustments arise from any systematic rules that

lead to assignment to groups oFher than by a single perfectly reliable measure.

The underadj,istmant arises from the "regression-to-the-mean" artifact in esti-

mating posttest scores in ANOCOVA. Whenever regression is used to estimate

scores and the covariate has, a random error component, the observed regression

line will be less steep than the slope of the underlying relationship (see

Figure 8). For example, suppose Xi = Ti + Eli and Yi = T
i
+ E

2i
, where Eli

and E
2i

are random error components. Since, except for random error, X and Y

are both equal to T, the "true" relationship would logically be Y = X. However,

if the variance of the errors is, say,10% of the variance of T, then the-
.

observed relation will be Y = .909X. That is not an error of the regression

method but rather a theoretical limitation of measurement.

If there are some population differences between those students selected

for treatment and controls,'such as teaches' judgment§ of aptitude, that are

measured by the pretest but with some small random error, and if that difference

has any effect at.a1,1 on posttest score's that is not reflected in the pretest,
0

the ANOCOVA test statistic will tend to indicate the posttests of the two groups

are farther apart than they rdally are, because ANOCOVA assumes that except for

the pretest the groups are completely equivalent. A solution to this problem

hail been proposed by Lord (1960), Porter (1967), and Porter and Chibucos (1974)

and discussed and extended by Campbell and Boruch. The solution involves

measuring the reliability of measures used as covariates and then increasing

the regression coefficients to correct for the error in the covariate. In our

example above, knowing that the variance of errors is 10% of the variance of T,

or that the reliability of X is

variance of T

a jance of T + variance of E
= .909,

we would divide our observed regression coefficient by the reliability to obtain

a hypothesized relation of Y = LOX, which is the true relation. This correc-

tion, referred to as "true score analysis," was` investigated by Marston and

-Borich (1977), who found that it tended In some cases to produce too many

statistically significant results. St. Pierie and Ladner (1977) investigated

the effect of this correction on the results of.the Follow-Through evaluation
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and found that the results did in fact Change when the correction'was made,

so one cannot rely on the easy reply that "it doesie4t make much difference

anyway."

Differential growth rates are well known to occur in education. One need

only look at test publishers' growth scale curates to see that (1) younger chil-

dren learn faster (e.g., the overlap in scores between first and second graders

is less than4theoverlap between fifth and sixth graders) and (2) children at

the lowest percentile levels learn slower than other children. )Thus, equating

groups. on a pretest, whether it tIts done by matching, by gain scsje analysis,

or by ANOCOVA, will not necessarily equate them on expected ,growth rate, so

the treatment with the fastest learners will be the one that appears most suc-

cessful. Kenny (1975) has proposed that if one. can collect data on expected

differential growth rates, use of those data in a standardized gain score

analysis would be appropriate.

Increase in reliability with age, which results from the attributes of

standardized tests that they tap more true score variance and less random

error among older students, has the effect of making scores that are equally

far apart on pretest and posttest appear to be more reliably (statistically

significantly) different at the time of posttest. Campbell and Boruch point

out,the need for a model of reliability chang4 so that analyses will be able

to correct for this artifact, and they propose such a model, but they note

that their "model is still very primitive and oversimplified."

Lower reliability in the disadvantaged group is another way in which

Campbell and Boruch suggeit that equal true score gains can result in greater

observed score gains for one group than for another. The gains although

equal for the two groups, will be less statistically significant for the dis-

advantaged group.

Floor and ceiling effects can be quite serious, because it .13 nearly

impossible to correct for them,after they occur. If a large percentage of

students achieved a perfect score on a posttest, it is certain that their

gains would be under stimated, but by how much is unknown. Furthermore, for

ANOCOVA, the slope o the regression curve of posttest as a function of pre-

test among the students at the ceiling will be nearly horizontal, because

no differences-on,posttest will be observed for these students although there

may be differences at pretest. Therefore, extrapolating linearly to the stu-

dents of -met ability would put the lower ability students at a disadvantage.
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/

In the case of floor effects, the result of testing will be that gains

J
are underestimated for individuals with pretest levels of achievement much

lower than the level that is needed to barely exceed chance performance.

Some s udents will even exhibit^"negative learning" because of "lucky" guesses

on th pretest. Thus, treatments that are' applied to,individuals at ability
,--y,

levels lower than those for which the achievement pretest i& designed will be
..e

much less likely to show systematic gains from pretest to osttest than treat-

ments app1/4.to students in the midrange for the test ( Figure 9).

Row might one detect, and correct for, floor effects? Detection is

fairly simple. If there are any scores below the chance level, then some

floor effects are probably present. Soli students may notogess, however, so

their scores even though below chance level would not be at the test floor;

thus, control of guessing (e.g., 'encouraging it) is important and, morimpor-
,..

taut, scores sWould be corrected for guessing, taking into account the number

of items attempted, in order to identify floor effects. Correction for floor

effects is more difficult, so difficult that the use of "out-of-level" tests

specifically to avoid floor effects, such as used in the Compensatory Reading

Study (Trismen et al., 1975) is recommended. The problem with choosing a lower

test level to fit the achievement range of compensatory education participants"

is that regular students are likely to score at the ceiling of that test and

comparison using two different tests would rely too heavily on the test pub-

s lisher's articulation between the levels.

The issue of ceiling effects is somewhat different from floor effects

for two reasons. First, the ceiling effects occur in the comparison group:), -

not the treatment group,.in compensatory reading programs; and second, ceiling

effects are more clearly observable, since the scores are not contaminated by

I
guessing behavior.. The first difference is important because the comparison

group is taken as the standard against which to compare the treatment, and

that means that model parameters, estimated for the comparison group (as in

RMC's Model C), will be greatly affected by the ceiling effect. These parameters

are the average amount of growth in achievement, the'variance of growth scores,

and the correlations between pretest-and posttest scores.
The ceiling effects

will lead to underestimation for the comparison group of average gains,, variance

of posttest scares, and correlations between pretest and posttest scores.

These4esults of ceiling effects will cause linear extrapolation of the rela-

tion between pretest and posttest scores from the comparison-group to the range

I l'f)
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of pretest scorescohtained by the treatment group to produce larger expected

gains (i.e.', a more difficult criterion) than if the ceiling effect were not

operating. To deil with this potential problem, the Compensatory Reading

Study used a quadratic extrapolation, which has not been well investigated,

but is likely to correct (or partially correct or overcorrect) for the ceiling

effect. -

, The detection of ceiling effects-is easy: are'there any perfect scores?

It would be reasonable to correct for ceiling effects by transforming perfect

scores upward in order to produce a symmetric distribution, or alternatively,

to dele,e from the comparison group used;in the study All students achieving

a pretest score higher than the lowest-pretest score of a student achieving

a perfect score on the posttest. This latter procedure could be slightly

refined to accoUht for the possibility of achiel.O.ng a perfect,scOre by suess--

ing at one or more items; In general, such corrections are more reasonable

for ceiling effects than floor effects, because the role of guessing.is so

much less at the top the testrscale; the,higher a etudent's score, the

less will guessing be a contributing factor to that score._

The problems of ceiling and floot'effects we have considered pertain

particularly to the case of treatment and comparison groups with unequal

ability levels. When both groups suffer frcm ideniical,floor (or ceiling)

effects, the problems dissolve into the simple problem of overall laCk of

sensitivity, which can be avoided by choosing 'a different test or test level.

Finally, there is a substantive problem of grouping feedback effects.

This is the set of effects due to different'sets of peer interaction.. When

compensatory education participants: are in a separate environment, they pro-

vide an environment for each other that is different from the environment in

the regu.,ar classroom. This effect cannot be "partialed out" to observe the

true inatructional treatment, because in a real sense the selection process

is part of the total treatment.

In sunmary, the purpose of methods for comparing nonequivalent treatment'

and comparison groups is to make them as similaPas'possible sa-thetcliffer-

ences in outcome can be'attributed to the treatment. The weakness of the

methods that is most likely to destroy the credibility of conclusions derived

from such comparisons is the finding of important pretreatment differences
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between the groups (or even the argument that there may have been'such dif-

ferences) that were not taken into account in the analyses. Therefore, two

important recommendations can be made*

First; the - groups should be selected in order to be as similar as possible,

maximizing the overlap of similar members. In case4 where this is prohibited,

as in RMC's Model C,- the assumption of the analyses that the treatment and con-
.

trol groups learn according to the same patterns and principles is highly

questionable -- unless, as Rubin (1977) points out, the evaluator is reasonably

certain on the basis of prior knowledge that those patterns are the same. In

attempting to match groups, some Caution is necessary, however. If matching

Li achieved partially because of unreliable chance variation (e.g., when match-

ihg on a pretest of less than, say, 95% reliability) so that the match would

not pe6ist throughout the evaluation, then differential regression to the

mean will confoUnd,the analyses. Wherefore, matching should be made on the

basis of reliable measures.
5

Second, various sources of difference between treatment and comparison

groups should be explicitly noted "in planning and reporting the study, and

measurement of all potential differences-and use of those measurements, in

analyses should be undertaken.

Given that these recommendations are followed, then the use Oflinalysis

of covariance, followed by subsidiary analyses to evaluate the distortion in

results due to the nonequivalence of ,the groups, seems appropriate, if random-

iied assignment is ruled out. Because of the controversy concerning the
4

correction for unreliability of the covariates, that proCedure appears ques-

tionable at present: it should be used only, as by St. Pierre, and Ladner

(1977), in conjunction with uncorrected analyses to determine the possible,

effects of unreliability of the covariate on the results. Improving the'

reliability of the covariates is preferable; one possibility in the educa-

tional evaluation area might be to use the gain (posttest minus pretest) as

the dependent variable and: the sum,of the posttest and pretest scores as a

more reliable,covariate. This would sacrifite_reliability it dependent

variable, which implies merely a loss of precision in results, in order to

gain reliability in the covarate, which reduces the'bias in the results. The

greater reliability of the covariate derives from its being the sum of two

measurements of the same construct, and more information corresponds to
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greater reliability.' One might worry that this will confound the analyses

_because the prctest and posttest are both used in calculating the covariate;

however, if gain is the true variable of interest, then that does.not matter:

knowing the sum of the pretest and posttest scores tells one absolutely nothing

about the amount of gain between them (unless floor or ceiling effects are

noticeable).

The subsidiary analyses one should plan to carry out when using ANOCOVA

on nonequivalent groups include at least: (1) estimation of the reliability

of the covariates; (2) demonstration that, on one ts:1T more measures not e3cpected

to be directly affected by the treatment, partialing out the effects of the

covariates does 4n fact eliminate group differences; (3) testing the functional

form of the regresSion equation by fits to scatter diagrams, both visually and

statistically; and (4) whpnever alternative explanations of resultS appear

plausible,'performing'theanalyses in different ways in order to demonstrate

the range of possible conclusions one could reach based on the data. These

types of analyses have not customarily been carried out, primarily because

t ay were not p ned for; when they have been carried out, they 'lave added
.

0

substantially o the credibility of evaluation resuAts. Therefore, it seems

important to include p Is for such analyses in future evaluation studies.

9
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Issue 9. Under what conditions can one infer relationships of Title
costs anti treatments to effectiveness?

'Information on the selection of services that maximize the-benefits

to be derived from various letels of ,Title I expenditure is, in the long'

run, the most important information that evaluations can provide. In

order to gather that information with adgdate-validity to provide the

basis for widespread selection of treatments, carefully controlled com-,

parisons involving. true experimental designs are called for. Correlation-

al data gathered from ongoing projects are subject to great distortion,

but these are the data most readily available. The discussion of this

isksue will point cat four kinds of difficulty in making inferences about

treatment-effectiveness and cost-effectiveness relationships and will

suggest ways of dealing with the difficulties.

The four types of difficulty are (1) in identifying the'contributions

of Title I, X2) in comparing treatments with differenvobjegtives, (3) in

identifying what relationship one should study, and (4) in making causal

inferences from correlational data. Each of these` difficulties has played

. a role in the design and outcome of Title I evaluations.

The first difficulty, identifying Title I contributions, has two

sources: -the multiplicity of programs designed to meet objectives

similar to the objectives of Title I and the unintended side effects of

Title I funds. The first problem is due to the plethora of educational

programs at the state and federal levels with overlapping goals. While

one can usually identify compensatory education services fairly readily

from onsite observation, tracking down what components are paid for by

Title I can be well-nigh impossible. Moreover, in mat if not all cases,

Title I nays only a small portion of the total cost of educating'any stu-

dent, so achievement gains can only tenuously be related to Title I ser-

vices Without careful process analysis. The diversity of f-Sources for

educational funds- is shown in the surveys by the National Center for

Educational Statistics (NCES,'1976, 1976). During the 1971-72 school

year, at least eight different federal programs provided funds for read-

ing instruction, with 92% coming froth Title I, and during the 1972-73

school year, there were at least ten programs, with 85% coming :from Title

I. Thus, even though reading instruction is the subject matter most
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closely-related to Title I among federal education programs, other federal

programs as well as state and local programs supportedsignificant resting

instruction. A repoit on compensatory education in California in the.1974:-

75 school year (Calfornia State Department of Education, 1976) covered -

.

three state programs as well as Title I and found,that there were more

.dual compensatory reeding programs at each grade level with Title f plus

other sources of funds than withTitle I funds alone. Although California

is hardly typical, a quote from the summary of that report 'Till give an idea

of the complexity of divisions of funds from various source's 4ntO, various

services: A,

In ECE [State Early Childhood education program], 55% of the '-

,
funds went to pay classified salaries, and 21%. .". for certi-

ficated salaries. In ESEA Title I programs, 43% of funds were

used for classified salaries and 33% for certificated salaries.

'In EDT programs [Education for Disadvantaged Youth], 10% of the

funds went to pay classified salaries, while 71%. . . for certi-

ficated-salaries (page 60).
Al.

Did EDY programs' pay for teachers, and other proglins'forsupport personnel?

Is there an accounting
propedurethat makes it simpler for local districts

to assign some funds to-some services and other funds to other services?

Because of the myriad sources pefunds for most of.the school dis-*

tricts that receive Title I funds, it is in fact infeasible, to obtain

estimates of the Title I effects at any reasonable costthat is, if what

is required is an estimate across the nation. The mere fact of the con-

tinued existence of Title I and its ramifications in terms of effects'on

the deve 4111 ent of state compensatory education programs and other com-

pensatory education programs makes it impossible at this point, even in-

theory, to estimate the
totaTitle IAFffect in most school districts. On

tie other hand, it may.be possible byqinvintense, in-depth analysis.of

the budgeti and services and impact of Title I within a-small number of

school districts to estimate what.actually was the direct Title I effect.

Where Title I contributions
are,:inextricably.mixed as the funds from other

sources, proportional allocation of the "credit" for benefits' would be

possible. This is one area in which care must be taken not to allow the

'need for information to interfere with'optimal use of Title I funds, exr

cept possibly for a negligible distortion in a few districts randomly

selected for special study.
k
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Of more interest than isolation of Title I contributions may be

examination of the effects of expenditure veriations'on whether compensu-.

tory education programs of any type work. In Fact, for the fundamental

'puryose of program evaluation, planning fot4he future-v.104' not

ant to f out what the Title I contribution has bien as to find

,out how to direct Title I expenditures to increase the effectiveness 6f

other projects in the futuie, that is, to perform a costteffectiveness

analysis.
1

Many, aide effects of Title I funding can-be imagined, such as in-

t

Creasing the number of jobs for reading aides in impoverished communi-

ties. For the purposes of vvaluatio, in tens of children's ackteve-
...

sent, however, side effects on children_in schoot are most relevant.

The moat salient side effect is likely to lie enhancement of'the scholas-

tic procesies for noncompensatory students; providing special resources

for educacionally'disadvantaged children will in most cases reduce the

demands of these children on the regular instructional resources (e.g.,

teathers time), allowing greater resources to be devoted to the non-
..

compensatory students. Thus, comparisons between' compensatory and regular

treatments are less likely to show theqaenefits of compensatory education

than comparisons between matched, schoole-t classrooms in which the "com-

parison" grodp- has athe same membership it would have-had,if Title I funds

were not available (i.e.,-including educationally disadvantaged children).

1

Other relevant side effects to be meas4red in a careful evaluation

include (1) filtering of effective edllensatory,reading methods into the

regular curriculum, (2) possible stigma associated with participation

in a compensatory treatment, and (3) possible redbction in the effective-

ness of regular instruction due to 'allocation of too much of the avail-

able teaching expertise to the teaching of educationally disadvantaged
4

children. The assessment of these and'othei side effects requires est to

onsite observation of the processes occurring during the treatment period.

Survey data will almost surely be inadequale.

The second difficulty concerns the multiplicity of objectives of

Title I projects. The Elementary and Secondary 'Act of 1965 was intended

t4 provide services in the schools that would equalize the opportunity
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of children from low-income areas to e oy a fulfilling education. Many

different uses of the money allocated to local districts were attempted.,

Gradually a few distinctive.types of service emergedas most appropriate for

Title I expenditures. Table 5 shows a. breakdown of expenditures taken from

, the LACES survey of the 1972-73 school year. Clearly, reading and mathematics

hive become central. One might envision a future in which the Title 1' pro-

gram is divided into subprograms of math instruction and reading instruction;

however, there are advantages to comparing the different services within a

single framework as well as advantages to analyzing the& separately.

One reason for making comparisons across diLferent services is to deter-

mine which types of service have broader impact. A service which would

,result in a child's improvement in several scholastic areas would have

apparently greater utility than a service that merely improved performance

in a single area. One might guess, for example, that compensatory reading

instruction would have broader impact thad compensatory social studies

instruction; and if they have impact at all, food, health, ant counseling

services may have the broadest. impact. 4;leo compare different services, it

would seem necessary to determine a vector of criteria for achievement and

other potential outcomes and.to measure gains from a particular type of ser-

vice on all these criteria. Thus; one could operationalize the guess that

readin s broader than social studies by predicting larger combined total

Jpegains reading, social studies, and mathematics as a result of reading

.
instruction than as a result of social studies instruction.

There are other reasons for comparing different. service's in the same

Zramework: studies of principles of successful prcsrams in one service area

may yield insights into successful methods for other services; critical pre-

requisiteWosuch-as grade level, maturity, and other bakc skill achievement,

may determine when a particular compensatory instruction is best conducted; .-

and there

(
ymay be mutually facilitoror inhibitory effects of simultaneous

reCeptlo of two or wire different Title I treatments. Clearly, ananlysis

t services aimid at different objectives is worthy of study.

,

On the other hand, it is quite reasonable f,T a national evaluation with

limited reeccr es to focus on a single type of service, asthe Compensatory

/I
Reading St y id, rather than to compare mixtures of different services.

Data on 20d mpendatory reading classes is much more likely to yield results



Table 5
slt

Percentage Expenditures for the Title I Low-Income Area
Support Prngram During the 1972-73 School Year

Direct Services 67%

Reading (Engli)h) 38%

Other English Language Arts 6%

Mathematics (and Natural Science) 11%

Other Basic Skills 11%

Other 1%

Support Services 31%

Pupil Services 10%

Fixed Charges 8% .

Other 13%

Other 2%

Sou- e: NCES (1976)

.0

1:24

-""
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of defensible validity than data on 100 compensatory reading classes, 50

compensat6iY mathematics claises, and 50 otter compensatory treatments.

The decision of whether treatments with qualitatively different objec-

tives should be included in the same study depends on the particular

information needs being satisfied. If a general description of the program

is needed, then it seems appropriate to include all treatments, but if

information onthe effective methods for compensatory education is sought,

comparisons should be made only between treatments that have common objec-

tives.

The third difficulty is in the identiacation,of the relationship to be

studied. Although this may seem obvious, it is not. The important infor-

mation may not be merely that when variable A is increased, so will variable

B be increased. As a practical example, a controversy around 1972 concerned

whether there was a "critical mass" of Title I funds that needed to be spent

on each participant (e.g., $100 per year or $300 per year) in order to have

an impact on his/her achievement. The implicationsof this issue for

policies of concentrating funds on a few of the most disadvantaged children

are clear. .Although' n order to address this question properly, a great

deal of seconeary resource availability information is required, it can be

approximated by examination of the relationship of per pupil expendituies

and achievement across di ricts.

iheIn order to auswer "critical mass" question,,it is necessary to

determine whether there is some. value of per pupil expenditure such that

expenditures above that leVel have a far greater effectiveness than expen-

- diture below that level, that is, to determine the point of maximum increase

in effectiveness plotted as a function of expenditure, as in Figure 10.

Tallmadge (1973) merely examined the correlation between expenditures and

effectiveness to deal with the critical mass question. Of course, his

finding of almost no correlation suggests that other analysekwould not

turn up a critical mass, so the other analyses .nay not have been warranted

for his data.

Another more general question abott relational definition, mentioned in

the discussion cf Issue 1, concerns whether achievement gains are to be

treated as equally important across the scale or whether gains which result

in students' surpassing a 'specified proficiency level are to be treated as

4
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Effectiveness

4

Per pupil expenditure

17

_ ---

Figure 10. Hypothetical example of a curve-fitting saution for finding

a critical mass of expenditure

,-,
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most important. If a "articular method of compensatory instruction focuses

on achieving a particular level of achievement for all participants

e,

is

l
production of group average achievement gains is likely to be less an a

method that treats all children's gains as equally important, whether they

are moderately or severely disadvantaged.

A

Consider a concrete example. Suppose in a compensatory class here .'

were four students with different learning rates. They required, respectively,

10 hotirs, 20 hours, 30 hours, and 40 hours to learn a particular amount, say

M. Suppose one teacher allots-100 hours as follows: 10 hours to the first

student, 20 to the second, 30 to the third, and 40 to the slowest student.

Each student would then learn the amount M. Suppose a second teacher allotted

25 hours to each student. The fastest student would learn an amount equal

to 2.5 M, the second student 1.25 M, the third student .833 M, and the slowest

student just 25/404or .625 M. The average gain under this teacher would be

(2.5 + 1.25 + .833 + .625)
4

or about 1.3 M, substantially greater than under the more flexible teacher.,

The point of this example is that focuuing on compensatory class averages

instead of, say, class minima, has significant'im2lications,for the type of

process that will be found to be most effective.

The identification of relations to be assessed in an evaluation depends

on (1) clear knowledge about the information needed and=the uses to which it

is to be put and (2) expertise in translation of verbally stated relations

into quantitative calculations.

The fourth difficulty concerns the inference of clausal relations from

correlational data. If the correlation of a particular instructional process

with achievement, across a` variety of settings, is positive, then the initial

reaction is that the proces.L is effective. There are many other possible

explanations of the correlation, however: other events that may have caused

both the process to occur and achievement to be high. For example, the

process may have been employed in districts containing large numbers of

students who would be likely to make higher than average achievement gains,

or the occurrence of the process could be merely an indicator of teacher

expertillle or some other underlying factor that, through other proceStes,

caused achievement to rise.
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.
'The solution for making inferences from correlational data is to have a

prior, detailed model of the instructional system being observed that includes

a chain of related events that lead from processeF to effectiveness measures.

Bach of the events in the chain can then be monitored as well as the occur-

rence of the Process ,of interest, and finding the predicted chain of cor-

relational results that woad explain the correlation of service with effec-

° tiveness would rule out most alternative explanations for the correlation.

The necessity for a detailed system Process model for valid interpretation

of correlational data cannot be overemphasized. Without such a model, one

should be highly skeptical of all correlational results of compensatory

educational evaluations.

In summary, it is our opinion that inferences concerning relations of

costs and treatments to effectiveness can be made from surveys and correla-

tional results, but only if a great dealpf care and preparation precede

such inferences. ,Inferences from true experimental designs are much more

credible; if such - designs are feasible. Concerning the other three diffi-

..zUlties discussed above, (1) the isolation of Title I contributions can be

very difficult, and for many information needs is not as necessary as

identification of compensatory education treatments supported by whatever

funding-sources; (2) direct comparisons of _treatments with qualitatively

different objectives is questionable and rarely necessary, although joint

study of treatments with different objectiies may provide useful results

concerning the generality of processes affected by the treatments; and

(3) substantially more consideration should be given to the identification

of just what relations are to be assessed than has been the case in the

past.
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Issue 10. How should data be aggregated across projects in Title I
evaluations?

The reason for aggregating data across projects is to provide an

assessment of the status of Title I throughout the state, region, or the

country. This kind of aggregation is clearly necessary for annual repotss

to Congress and also for general management pplicy decisions. On the other

hand, there are important uses of the local evaluations that do not in-

volve aggregation beyond the district. These are uses, for exaple, to,

provide feedback within the district as to what types of services are work-

ing and how they are working. Thus, it is quite reasonable for a local

district to gather data and analyze, summarize, and report it in a manner

that in fact would not allow its being easily aggregated with data from

other projects in its state or in the country. In the past, it has been
4

customary to attempt to aggregate all of the local evaluationsreports into

state evaluation reports, which were then aggregated into a national re-

port to summarize.the impact of Title I projects across the country.

There are two aspects of this issue to be dealt with.

1. What are the appropriate units to aggregate across projects?

2. What is the appropriate system for weighting various projects
-,

during aggregation? .

Major national syntheses of Title I impact (Wargo et al, 1972; Gamel

et al, 1975; Thomas & Pelavin, 1976) have°been built primarily on annual

state reports, and an effect of that has been that conclusions were based

on aggregations of grade-equivalent scores, those being the units most

frequently reported by the states. This type of national synthesis is a

particularly efficient form of national evaluation, because it involves no

new collection of data; however, the evaluator has no control over the

collection of these data, and as a result both the evaluator and his/her

audience have significant doubts as to the data's validity. In the long

run, as long as evaluations will be challenged, it is necessary to estimate

a minimum level of credibility below which the evaluation is useless and

to select an evaluation strategy to ensure that level of credibility.

Aggregations of reports generated for some other purpose, while quite use-

ful as corroborative evidence, are dubious as the primary information

source. In general, one can say that the collection of data'from many

,
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projects and-their aggregation should follow from an examination of in-

formation needs, and then data collection should be carried out in order

to satisjly those needs. Of particular importance is the fact that, while

every district receiving Title I aid should be carrying out evaluation for

its'own purposes, the data needed for a national summary evaluation could

be supplied by a small random sample of the districts receiving Title 'I

funds as long as that sample is selected in an unbiased and representative

manner. Several studies (USOE,,1970; Gisela, 1970; NCES, 1975, 1976; USOE,

1976) have based national summaries on a sample of districts.

Let us consider in some detail the, measurement units that should be

aggregated. Alternative units were discussed under Issue 7. In the past,

the rule has most frequently been to transform gains observed or scores

observed in particular-projects or particular subjects into grade- equiva-

lent gains of month per month and to average these numbers across projects

in a state and then across states. Although we might argue about the use

of grade-equivalent scores, it is clearly necessary for aggregation that

comparable units be entered into the averages for each of the districts

that are being aggregated. Certainly raw post-test scores or raw gain

scores would not be appropriate for aggregation unless the same test were

used throughout the country. But on the other hand, in evaluation studies

that to use the same test in all schools, such as in the Compensatory

Reading Study, (Trismen et al, 1975), it is more reasonable to average

the raw test scores, although normalized standard Stores would be prefer-
)

afae. When the scores>to be' aggregated are from different levels of a

particular test, equation for.the articulation between the levels must

take place (e.g., by use of growth scale scores).

The primary requirements for scores to be aggregatable are (1) that

they have the same meaning for all cases that are being aggregated and (2)

that the aggregate score have the same meaning for the aggregate group as

each score has for the case it represents. Thus, in order to aggregate

scores on different tests across projects, it is necessary to aggregate a

derived score that expresses the observed performance relative to some

expected or national norm performance. Four possibilities are percentile

gains, grade-equivalent gains, normalized standard score gains, or per-
.

centages of students achieving specified objectives. If any one of these

13 0
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scores iq computed for each individual and then aggregated by an appro-

priately weighted averaging, it will satisfy the second of the two require-
,

meats, if it satisfies the first. Percentile, grade-equivalent, and raw

gains, however, usually' do not have the same meaning for all cases aggre-

gated, if one assumes that normalized standard scores linearly represent,_

the underlying achievement dimension: a'particular glade equivalent

-111dbeiriliktalna4_at the low end of the achievement scale, implies a larger

underlying gain thin eh Same grade equivalent gain obiained at higher

1rachievement levels, an a given percentile gain represents a larger "real"

gain at the extremes of the scale than in the middle. The validity of

the asiumption for this argument was questioned and discuesei in Issue

'7. Also the summary of the Compensatory Reading Study susm, 1976) in-

cludes an appendix that demonstrates that had that study used grade-

equivalent scores, the conclusions would have been seriously, ,distorted.

The conclusion arrived at there was that grade-equivalent, scores "should

never be used in educational evaluations" (page 77, emphasis in original).

Gains in normalized standgrd scores or/normal curve equivalents are

especially appropriate for aggregation, because adding them together, un-

like_other alternatives, does not change :heirC6tatistical properties:

the aggregate score is also normally distributed. Finally, percentages

of students achieving specified objectives must be properly weighted to

be,theaningfully aggregated, and,the proper weighting is equivalent to

adding numerators and denominators together separately to obtain an over-

all percentage (e.g., 4 out,of 5 in one project [80%] plus 5 out of 10

in another project (50%) yields a total of 9 out of 15 [60%]).

One further note: it is usually not meaningful to transform aggre-

gated units of one type to another type of unit in order-to perform fur-

ther analyses. For example, one might consider transforming the mean

grade-equivalent gains reported in annual state Title I evaluation re-

ports into mean normalized standatd scores in order to aggregate across

states. Theoretically, one could use standard test publishers' tables

to make the transformation. However, this transformation would be

meaningless, primarily because of the nonlinearity of each derived score

as a function of raw scores. The mean of a group of percentile scores
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is not generally equal to the percentile of the mean of their raw scores,

and similarly for grade equivalents and normalized standard scores. Once

one has selected a particular measurement unit and performed one level

of aggregation, (e.g., calculated a mean), further analysis and aggress-
__

tion'must be in terms of that unit in order to be

Let us consider, now, the problem of weighting the results from var-
,

ious projects in determining an aggregate summary value. Weighting is

a method to obtain representative unbiased estimates of population values

even though one has a sample ,a71th known biases. As mentioned in discussing

the variousalethods in the. introduction to the Sampling'Section, one can

use stratified sampling, sa!gpleSith,different sampling proportions-from

each of'the strata producing a biased sample, and then recombine the data

using weights to eliminate the bias. This was done, for example, in the

CriR surveys (NCES, 19765, 1976).

The reasons for sampling in different ratios from various strata

art (1) the need for equal precision of estimates in strata of different

sizes, (2) differences in,..the cost of collecting deta from different

strata, and (3) effects of sampling units. If one stratum contains 200

schools and another 800 schools, and if one is planning to use a sample

-of 50 schools both primarily to test for differences between the two

strata and secondarily to provide an overall population estimate, then, ether

things equal, he/she should select 25 schools from each stratum, not the

10 schools in one stratum and 40 schcols in the other stratum needed for

representativeness. The population estimate can still be obtained by

weightin& the schools, in the second stratum by four times as such as

those in the first stratum ('each sampled school in the second stratum

.800
represents --2-5 = 32 schools in the population, whereas in the first

0
stratum each sampled school represents

20
--23 = 8 schools, in the population

and 32 = 4x8).

Different selection ratios based on cost are most noticeable in the

follow-up of nonrespondents. Costs may be 10 or even 50 times as great

per case in the stratum of nonrespondents as in the stratum or respondents.

Thus,' the benefit from finding all nonrespondents will rarely justify

___the costs. Texts on sampling theory (e.g., Raj, 1968) provide formulas

for optimal tradeoffs of cost and precision as a function of one's needs .

for precision.

132



The third reason for weighting is to reconstruct one population from

a sample from another population. For example, ifymean achievement levels

are available from state reports, they-can be used to produce national es-

Zimates by weighting each state's achievement level by the number of stu-

dents in the state.

Briefly, to be explicit, weighting means multiplying each sampled

unit',s score by the number of units in the population it represents, when

calculating means, standard deviations, and so on. In the example of

differential sampling from two strata discussed above, if the mean number

,of students in schools in the first stratum is 150 and for schools in the

second stratum it is 300, then the unbiased estimate for the mean for the
150 + 300

population of 1,000 schools is not
2

225-but rather

200(150) + 800(300)

200 + 800
270.

Use of weights, while producing unbiased or nearly unbiased estimates

of average values (estimates that tend to be the same as the population

value in the long run), also reduces the effective sample size. For the

example, the 50 schools produce a weighted estimate of the mean with a

standard error equal to an unweighted sample of 37 schools.* Thus, care

-70:Tile taken not to be too extreme in use of differential weighting in

stratified sampling. It should be apparent also that appropriate weight-

ing is impossible if the differential selection ratios are not known.

In summary, the most important problems for aggregation are (1) to

ensure that throughout the aggregation process the same measurement units

are aggregated and (2) to ensure that the knowledge of different stratum

selection ratios is available for use in weighting results appropriately.

The measurement unit that is subject to the fewest criticisms appe to

4114
be the normalized standard score unit (one example of .which is the n -

mai curve equivalent). In any case, in performing an aggregation using

any unit and weighting procedure, an analyst needs primarily to address

* If each of n sampled units, ui, has a weight; Wi, the effective sample

size is (E 2
. For the case of equal

weights throughout, this is equal to n; otherwise it is less than n.

I ; :3
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the questions of whether the aggregate score means the same thing for

the aggregate group as eachpidividual member's score means for the in-

dividual member and whether a particular score means the same thing for

each Qber who might obtain it.

0
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Summary

ot

In this document, we have attempted'to answer the question of "What has

been learned about evaluation methodology from the decade of compensatory
c

education?" During that decade, tens of millions of dollars have been spent on

educational evaluation, and partly'because of the political significance of the _ _

'information produced by the studies, substantial efforts have been undertaken.

to identify the med.Odological problems that can undermine the validity of

evaluation. From the'resulting discussions and contioversies, which can be.

expected to continue, the most positive outcome Las been the recognition of the

need for further development of evaluative expertise and the expenditure of

effort by capable researchers to satisfy that need. The recommendations for
e

evaluation methodology made previously in this document and reiterated in this

section are not merely those of the authors, but rather the authors' inter-

pretations of recommendations made by a large number of researchers in this

field.' Although many of the recommendations rani: controversial in 1977, -most,

we believe, reflect the general consensus among expert evaluators that greater

efforts must be made to gather lestinformationmore validly.

We deliberately avoided defining "evaluation," explicitly in this document

because to do so in any useful way would preclude from consideration studies

that are only tangential'y evaluative, in this case, of compensatory education.

Rather, we focused on the methodology of information gathering, noting that

the use of information to test rationales for decisions is common motivation

for its being gathered and an important determinant of decisions concerning

methods to be used. The issues discussed pertain to four phases of information

gathering: design, sampling, measurement, and analysis.

Design

The two design issues discussed did not compare experimental, quasi-

experimental, and pre-experimental designs at great length, as was adequately

done by Catpbell and Stanley (1963). They focused instead on two more global

problss: (1) whether quasi-experimental designs could be feasib] and what

alternatives to quasi-experimental designs might be appropriate for compen-

satory education evaluatton; and (2) whether conditions called for longitudinal

data collection paradigms. The major recommendations made concerning design

are the following.

: 5
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Recommendation 1. Future evaluations of the impact of cnispensatory,

education should include comparisons of 'participating children's achievemedt

*Wait a priori, or absolute, standards of expected achievement as

ovinstead of, relative comparisons against the performance of-statiatically

-equated comparison groups.

Recoamendation 2. When evaluations mist provide informatiOn baited on

comparisons between groups, greater effort should be iltde to rind ways of

selecting-and arraigning students to these'groupsrandomly, so_that the 'many

problems with statistNal equating can be avoided. Several methods for id-

creasing the political feasibility of randomization were discussed. &scow

mendations for proceeding when a relathe comparison against a-nonequivalent

comparison group is mandatory are discussed in the section on analysis:

Recommendation 3. Individual student achievement gains should be seas-

ured for intervals of whole years to avoid distortions that occur from testing .

twice in the same classroom setting; fall -to-spring gains usually. greatly

overestimat gains observed over whole year periods.

ReCoMmendation 4. Conclusions based on pretest-posttest gains should not

be compared to,published norms without taking into account that the children

being assessed are taking the test (in parallel forma) twice, whereas the norm

group took the test only once, and other teat administration artifacts.

RecomsOndation 5: Teachers' retrospective judgment of children's gains

should be disregarded for the purposes of program:evaluation; however, teacher$'

observayions recorded during a treatment period caivbe valuable.

Recommendation 6. tong-term longitudinal studies, making use of over-

lapping cohorts where possible, are necessary:for ultimate impact evaluation

of Title 1.

Recommendation 7. As a corollary, any evaluations ofTitle I undertaken

without funding for long-term longitudinal data collection should nevertheless

take inexpensive steps to ensure that tb^ data base can lsterbe used as the

first stage of a longitudinal study.

These recommendations are
made,because it is the authors' belief that

they would contribute to the improvement of the effectiveness with which

education evaluatio!fl funds are spent. That they are not completely novel is

evidenced by the fact'that the design of the current Sustaining Effects Study.

1
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\piing carried outjy.-System Development Corporation for the U.S. Office of

Education ccnforme t' them more closely than did e,Irlier studies.

Sempiina

The two issues dealing with selection of projects or other units for

observation exit were discussed are substantially less controversial than the

other issues in this document, possibly because of the ease of finding com-

promise solutions (e.g. ,.wedium.sized sample) as well as.because the theory.....

of sampling is quite extensively developed. The isstes discussed relate to

the aspects of representativeness and size of samples. The following are the

major recommendations that we believf should be made on these topics.

Recommendation 8. The use of ,uantitatively representative samples

should be limited to instances where the information need is for quantitative

estimates of progr.1 operating characteristics; in other cases, such as testing

hypotheses about relationships, other sampling methods are more efficient.

Recommendation 9. The needs for data analysis should be considered in

deciding upon the primary sampling units, and great caution should be used in

drawing inferences about units other than the primary sampling unite. 'Although

valid inferences about. student processes can made when the primary sampling

unit is the classroom, it is also very easy to make invalid inferences in that

situation.

Recommendation Althoueb there are methods for explicitly deriving

needed sample sizes from information precision requirements, the ralue of

precision of information for testing decision ration 'es is as yet only vaguely

understood, sovithin broad limits the increased costs for large samples may

be butter spent on more careful study, and therefore more valid information, on

smaller samples.

The main theme of these three recommendations is that sampling plans can -

not be developed independentl,y from other aspects of, information gathering.

Greater flexibility in sampling strategies ,han has been the custom in compen-

satory education evaluations is called for.

Measurement

The discusatin of measurement issues was 1pited to the measurcment of

impact on children, primarily on their cognitive achievement. The validity
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of measurement has undergone the. most severe scrutiny of anyof the processes

in evaluations of compeusitory education, possibly because the ways in which

measurement can distort reality are more generally understandable than the

ways in which sampling or analysis CkA distort reality, or possibly because

of the fact that different ethnic groups obtain different average scores on

cognitive achievement tests. The three leveis of issue concerning measure-

ment, which provided the structure for that section of the document, are

(1) selection of constructs to measure, (2) choice between norm -referenced

end criterion - referenced tests, and(3) selection.of measurement units is

which to record test T rformance. The major measurement recommendations made

are the following.

Recommendation 11. Until more is known about the, relations between

noncognitive and cognitive gains, measurer of none., nitive gains should be

used only as supplements to measures of cognitive as the evaluation of

compensatory education impact.

Recommendation 12. Until more is known about the relations of component

skills (e.g., decoding, memory) to overall skills (e.g., reading ability),

measures of the component skills should be used only as supplements to meas-

ures of overall skills in compensatory education evaluatiori:

Recommendation 13. Achievement data in compensatory education evaluation

should be interpreted in terms of models of cognitive growth processes. In

order for this to occur, further research on basin skills i- necessary, and

the results of that research and existing research must be adapted for use in

evaluation studies.

Recommendation 14. Norm-referenced tests shouli not be used in program

evaluation unless the evaluatov takes into account the problems in using those

tests (eight prob:,,As are discussed in this document); in any case, using

-published norms as the "comparison group" in a relative col4arison is highly

questionable.

Recommendation 15. Criterion-referencrti tests should be seriously con-

sidered for use in program evalutior.; the most difficult problem to be solved

in their use in large scale evaluations is how to aggregate results related

to different local treatment objectives.

A Recommendation 16. Test publishers should be encouraged it their efforts
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to provide tests that are both explicitly criterion-referenced and also norm-

referenced--these attributes do not ccnflict.

Recommendation 17. Achievement test scores should always be corrected

for guessing when used in program evaluation, based on the number of items

each student attempted. This recommendation is made even though it virtually

eliminates the possibility of evaluation based on comparing scores on published

tests with norms tables.

RecommaAdation 18. Because of the great heterogeneity of skill levels

assessed in compensatory education evaluation, standardized tests sensitive to

,substantially wider ranges of ability level should be developed; these may

require branching processes or differential wrong-response scoring in order to

be efficient.

Recommendation 19. Especially when analyses are to be done that assume a

normal distribution of scores, but also in other cases, scores should be trans-

lated to normalized scores (e.g., normal curve equivalents) as preparation for

analysis.

Recommendation 20. Multivariate analysis of vectors of proficiency or

mastery scores on sets of componert skills should be given serious consider-

/ ation for program evaluation.rW

Recommendation 21.' Ouide-equivalent scores should be avoided.

Analysis

The analytical issues in compensatory education evaluation have drawn the

greatest interest of theoretical methodologists. Dealing with these issues

provides a useful direction for methodological research, which is also intel-

lectually intriguing. Although three analytical issues were discussed in th1s

docum.Ant, by far the major interest has. been in the first--how to compare the

per!ormance of a priori nonequivalent treatment and control groups so that

differences can be attributed to the treatment. The othEr two issues discussed

concern the inference of relations (e.g., between treatment processes and ef-

fectiveness) from correlational data and the aggregation off, data across higher

level sampling unit:. The major recommendations we make on these three issues

Ire the following.

Recommendation 22. Without resorting to unreliable measures, treatment,



and comparison groups should be selected to be as similar as possible, even

when they cannot be randomly assigned.

Recommendation 23. A comprehensive consideration of potential differ-

ences between treatment and control groups (prior to treatment) should be a

part of evaluation planning and measurements of potential differences between

groups on variables relate to performance should be undertaken.

Recommendation 24. Uncorrected, straightforward
analysis of covariance

is a reasonable method for carrying out comparisons of nonequivalent groups,

. .

but only if supplemelited-by'subsidiary analyses that investigate among other

things: (1) the reliability of
covariates, (2) the residual nonequivalence

after partialing .ut the effects of covariates, (3) the functional form of

the regressi9n function, and (4) the change in conclusions that would result

if any major untestable assumptionA were violated.

Recommendation 25. Whenever causal relational
inferences are to be made

from quasi-experimental or
correlational data, asystem model that includes a

chain of events that underlies the relation is required, and measurement of at

least a subset of the intervening variables is necessary to rule out alter-

native explanations of the correlation.

Recommendation 26. If scores are to be aggregated across different_uaits

(e.g., districts, states, or regions), it is essential that the same measure-

ment unit be used in all cases; ifthe statistics are .n noncomparable units,

summaries of summary statistics cannot be made meaningful by statistical

manipulation.

Recommendation 27. Information abcut sampling ratios in different strata

must be used in order to obtain unbiased total population estimates using

differential stratum weights.

As mentioned before, these recommenoations range from obvious to

controversial, depending on the reader's viewpoint. Any attempt at synthesis,

which this is cannot explore the details of any particular issue as thoroughly

as would an investigator who focused his or her efforts on a single issue; at

some point in the not too distant future, many of the issues will be substan-

tially clarified because of the focused efforts of qualified methodologists.

In addition '- the limitation in thoroughness, 'his document is liiited

in breadth in that not all of the methodological issues potentially relevant

rn
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to compensatory education evaluation could be discussed. 'Omissions we feel

most unhappy about include a discussion of the Bayesian approach to data

analysis, a presentation of quantitative methods for assigning values to

program outcomes, an exploration of alternative concepts of basic skills

developient, a consideration of the external validity of laboratory experi-

ments, and a discuision of issues related to program cost estimation. The

issues discussed in this document are, however, the most critical method-

ological issues for T!tle I evaluation, in our opinion.

In conclusion, the state of the art in educational evalLation has changed
. . . . . .

dramatically from the situa .an ten years ago when the TEMPO study (Hogbaek,

1968) set out to test policy rationales by estimating linear regression

coefficients. Much of the effort in that decade has shown the need for

further effort to develop evaluation methodology to a level that researchers,

and policymakers will both find pleasing. New compromises must be found iihere

conflicting values preclude simple solutions (e.g., randomized designs). A

primary purpose of this document has been to suggest a few paths to follow

in searching for those compromises.
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